
This document is downloaded from DR-NTU, Nanyang Technological

University Library, Singapore.

Title Principal component analysis of observed and modeled
diurnal rainfall in the maritime continent.

Author(s) Teo, Chee Kiat.; Koh, Tieh Yong.; Lo, Jeff Chun Fung.;
Bhatt, Bhuwan Chandra.

Citation

Teo, C. K., Koh, T. Y., Lo, J. C. F., & Bhatt, B. C. (2011).
Principal Component Analysis of Observed and Modeled
Diurnal Rainfall in the Maritime Continent . Journal of
Climate, 24(17), 4662-4675.

Date 2011

URL http://hdl.handle.net/10220/8222

Rights

© 2011 American Meteorological Society. This paper was
published in Journal of Climate and is made available as
an electronic reprint (preprint) with permission of
American Meteorological Society. The paper can be
found at the following official URL:
[http://dx.doi.org/10.1175/2011JCLI4047.1].  One print or
electronic copy may be made for personal use only.
Systematic or multiple reproduction, distribution to
multiple locations via electronic or other means,
duplication of any material in this paper for a fee or for
commercial purposes, or modification of the content of
the paper is prohibited and is subject to penalties under
law.



Principal Component Analysis of Observed and Modeled Diurnal Rainfall
in the Maritime Continent

CHEE-KIAT TEO

Temasek Laboratories, Nanyang Technological University, Singapore

TIEH-YONG KOH

School of Physical and Mathematical Sciences, and Earth Observatory of Singapore, and Temasek Laboratories,

Nanyang Technological University, Singapore

JEFF CHUN-FUNG LO AND BHUWAN CHANDRA BHATT

Temasek Laboratories, Nanyang Technological University, Singapore

(Manuscript received 2 September 2010, in final form 29 February 2011)

ABSTRACT

Principal component analysis (PCA) is able to diagnose the diurnal rain cycle in the Maritime Continent

into two modes that explain most of the diurnal variability in the region. The first mode results from the

differential variation in potential instability forced by surface heat flux, insolation, and longwave radiative

cooling on land and sea. The second mode is associated with intrinsic mesoscale dynamics of convective

systems and its interactions with gravity waves, density currents, and local circulations in coastal regions or

mountainous terrain. The spatial phase relation between the two modes determines whether a diurnal signal is

propagating or stationary. Thus, validating model simulations of diurnal rainfall using PCA provides insights

on the representation of dynamics and physics. In this paper, the main modes of diurnal rain variability in the

Maritime Continent from satellite observations are studied and are compared with those from Weather

Research and Forecasting (WRF) model simulations. Hovmoeller analyses of the reconstructed rainfall from

the first two PCA modes clarify the impact of coastlines and mountains as sources of propagating signals.

Wave cavities are identified in the Straits of Malacca, Malay Peninsula, and north Sumatra where stationary

signals are produced. WRF reproduces the first two modes but each with a phase lead of about 1–2 h or longer,

depending on the satellite rainfall product used for comparison. The basic diurnal forcing in the model seems

to be too strong and the model responds too strongly to small islands and small-scale topography. The phase

speed of propagating signals over open sea is correctly modeled but that over land is too slow.

1. Introduction

The Maritime Continent (MC) is often seen as the

‘‘boiler box’’ (Ramage 1968) whose latent heat release

from precipitation is a significant energy source in driv-

ing the large-scale global atmospheric circulation. At the

same time, the complex topography and coastline of the

MC appear to have strong influence on the propagation

of mesoscale convective complexes associated with the

Madden–Julian oscillation (Neale and Slingo 2003; Hsu

and Lee 2005; Shibagaki et al. 2006; Wu and Hsu 2009).

Although the interactions of the region’s weather sys-

tems across the spectrum of spatiotemporal scales are

not well understood at present, the convective systems at

diurnal time scales are very likely the basic components

of the weather variability that rectify to the larger-scale

weather variability in the tropics (Waliser and Moncrieff

2008).

Many studies reported shortcomings in reproducing

the phase and amplitude of the diurnal cycle by regional

(Clark et al. 2007; Koo and Hong 2010) and global at-

mospheric models (Neale and Slingo 2003; Dai 2006; Lee

et al. 2007a,b; Qian 2008; Hara et al. 2009). The reasons

may be related in part to boundary layer and convective

parameterizations (Davis et al. 2003; Wang et al. 2007;
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Koo and Hong 2010) and in part to inadequate grid

resolution (Lee et al. 2007b; Sato et al. 2009). Such un-

derestimation of precipitation as well as the phase shift

of diurnal variability in the MC could lead to system-

atic errors in the latent and sensible heat fluxes in

general circulation models (GCMs) (Neale and Slingo

2003; Qian 2008). Hence it is important to assess the

model’s ability to reproduce the diurnal weather vari-

ability in the MC and identify model deficiencies for

accurate reproduction and prediction of present and

future global climate, respectively. Similar effort will

also benefit numerical weather prediction, especially for

coastal cities where intense mesoscale storm systems that

sometimes develop together with the diurnal sea

breeze can result in flooding and significant economic

losses (Wu et al. 2007).

The main aim of the paper is to demonstrate the use-

fulness of principal component analysis (PCA) (e.g.,

Jackson 1991) in assessing a mesoscale model’s ability

in reproducing the diurnal rainfall variability in the MC.

PCA have been used to assess low-frequency atmo-

spheric responses to the El Niño–Southern Oscillation

in models (Renshaw et al. 1998; Peng et al. 2000; Wang

et al. 2009), where the leading modes of variability and

their principal component scores are compared with those

from observations. This is the first time PCA is used to

analyze model diurnal responses as a diagnostic on model

physics.

Recently the fundamental modes of the variability

of tropical diurnal rainfall from satellite observations

have been investigated by Kikuchi and Wang (2008)

using PCA. Their work reveals that the diurnal rain cycle

over the global tropics can be represented with only two

modes of variability: the first mode represents the overall

temporal difference between the stationary rain peaks

over land and seas and the second mode represents the

propagating nocturnal rain peaks that are associated with

complex topographies. In addition, the two modes are in

time quadrature, a consequence of the significant con-

tribution of the propagating diurnal rain features to the

overall diurnal rain variability. Their work highlights the

fact that the diurnal cycle in the tropics is highly regular in

time and coherent in space, making PCA very suitable in

representing the tropical diurnal cycle.

The strength of PCA to assess the model diurnal cycle

comes from the fact that the mechanisms governing the

two diurnal rain modes of variability are rather differ-

ent: the first mode of diurnal rain cycle represents the

stationary convective response of the inland and mari-

time atmosphere to surface sensible and latent heat flux,

solar heating, and nocturnal longwave radiative cooling

(Oki and Musiake 1994; Tao et al. 1996; Sui et al. 1997;

Dai 2001). On the other hand, the land–sea breeze over

coastal land and sea, up- and downslope winds on ele-

vated terrain, gravity waves, and gravity currents gen-

erated from deep convection are the likely mechanisms

for the propagating rain features located in the MC (e.g.,

Yang and Slingo 2001; Mori et al. 2004; Zhou and Wang

2006; Wu et al. 2008, 2009a,b) and elsewhere (Yang and

Slingo 2001; Mapes et al. 2003). The extent to which the

modeled ‘‘stationary’’ and ‘‘propagating’’ modes of di-

urnal rain variability from PCA agree with the observed

can serve as a diagnostic for the model’s representation

of convective and mesoscale dynamics and their inter-

action with surface processes.

2. Data and methodology

The observed rainfall data used in this study are the

multisatellite rainfall estimates from the Tropical Rainfall

Measuring Mission (TRMM) 3B42 version 6 (Huffman

et al. 2007) for 2008. This dataset provides 3-hourly

instantaneous rainfall rate at a horizontal resolution of

0.258 3 0.258.

Half-hourly accumulated rainfall amount from the

Weather Research and Forecasting model (WRF)

(Skamarock et al. 2008) for the domain covering the MC

(Fig. 1) for year 2008 is used in the study. The model is

run at a spatial resolution of 25 km and 30 vertical levels

with the model top at 50 hPa. Lateral boundary condi-

tions are provided by the National Centers for Environ-

mental Prediction (NCEP) final analysis (FNL) (available

online at http://dss.ucar.edu). The Kain–Fritsch cumulus

scheme (Kain and Fritsch 1990, 1993) and Yonsei Uni-

versity planetary boundary layer scheme (Noh et al. 2003)

are used. Nudging of the WRF upper-level wind, tem-

perature, and water vapor fields above the boundary layer

toward the 6-hourly FNL winds is performed (Stauffer

and Seaman 1990).

As both model and observed data are arranged in

coordinated universal time (UTC), they are further pro-

cessed to compensate for the temporal phase difference

in the distribution of rain across the domain at any one

instant of UTC due to the lead in the local solar time

(LST) moving eastward. This is achieved at each location

by 1) uniformly distributing accumulated WRF rainfall

within a 30-min period of accumulation or linearly inter-

polating between 3-hourly 3B42 instantaneous rainfall,

and 2) integrating from 0000 to 0300, 0300 to 0600, . . . ,

2100 to 0000 LST. Finally, the rain amount for each LST

interval is averaged for the entire year.

PCA is next applied to the 2008 average observed and

modeled diurnal cycle of rainfall. The first two empirical

orthogonal functions (EOFs) are used to reconstruct the

diurnal cycle for the MC as a way to highlight the most

important signals. The reconstructed rainfall across the
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focus regions (Fig. 1) is interpolated linearly at regular

1-km intervals along reference lines. Hovmoeller plots

highlighting the propagation of the reconstructed rain

peaks across the focus regions then allow the estimation

of observed and modeled phase velocities. Appendix A

shows that the correction in phase velocity arising from

using LST instead of UTC is negligible.

Although the details of the region’s diurnal cycle de-

pend on the season (Oki and Musiake 1994), the gross

diurnal rain features (;150 km in scale) over the MC are

quite robust across seasons (Kikuchi and Wang 2008).

Hence, the present investigations based on the annual

average diurnal rain cycle would suffice to elucidate the

main stationary and propagating modes of diurnal rain

variability in the MC and to assess the capability of WRF

in reproducing these two modes.

3. Diurnal cycle of rainfall

The observed and modeled diurnal cycles of rainfall

(Fig. 2) show that WRF is able to capture the overall

phase difference between sea and land with rainfall

generally peaking in the evening on land and in the early

morning over sea. But, over mountains, the rain starts

too early and lasts too long in WRF. It is apparent that

the modeled rain intensity is higher than the observed

across most of the domain and especially over the moun-

tains, with only a few exceptions, for example, southwest

of the central ridge in New Guinea (Fig. 3). This dif-

ference could be model error or arise from observa-

tional undersampling: short-lived intense rainfall could

be missed by 3B42’s 3-hourly sampling period.

4. Principal component analysis

The first two EOFs and corresponding principal com-

ponent scores (PCS) of the observed and modeled di-

urnal rainfall are shown in Figs. 4 and 5. The percentage

variance of the diurnal cycle captured by the two EOFs

in the model and observations are similar: 93.3% and

90.9% respectively. The total variance in the model is

4.0 times that in the observations and, like the positive

bias in the model mean, is due to overestimation of

rainfall by WRF (Fig. 3).

EOF1 captures 1.7 times more variance than EOF2

and marks the fundamental phase difference between

diurnal rainfall cycles over land and sea arising from the

seesaw in the land–sea surface air temperature gradient.

It basically represents the rise and fall of potential in-

stability forced by the resultant of surface heat flux, in-

solation, and longwave radiative cooling during the day

and night respectively, as PC1 shows. EOF1 also high-

lights a more intense diurnal cycle over high terrain com-

pared to the surrounding lowland due to stronger solar

forcing on the mountain slopes as well as valley breeze

convergence toward the mountain ridges (Qian 2008).

EOF1 from WRF is similar to that from 3B42 but with

stronger amplitude over the land and coastal sea. It also

captures 3.4 times more variance than EOF2: this ratio

is much higher than in the observations, implying that

the basic diurnal forcing is too strong. Koo and Hong

(2010) noted that, in the WRF model, the amplitude of

the diurnal rain cycle is more sensitive to boundary layer

parameterization over the East Asian landmass than

over the ocean. Thus, the enhanced amplitude over land

noted here is likely an overestimation by the model.

PCA also reveals small-scale features that would not be

easily detected otherwise; that is, the negative spatial

loadings over land in southwest New Guinea and central

eastern Borneo are smaller in extent and weaker in the

model than in observations.

The positive spatial loadings of EOF2 in 3B42 denote

nocturnal rain features as PC2 maximizes at night. The

nocturnal inland rainfall in both Borneo and New Guinea

is clearly highlighted. Rain peaks around Sumatra prop-

agate away from the coastal ridge in western Sumatra

toward the sea and inland as night falls (Mori et al. 2004;

FIG. 1. The domain of interest for the present investigation. It encompasses the larger landmasses of the Maritime

Continent, namely Sumatra, the Malay Peninsula, Borneo, and New Guinea. The four line sections A–D are focus

regions where Hovmoeller plots of the diurnal rainfall are constructed (see text). The gray contours are terrain

elevations at 1000 m.
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FIG. 2. All-season average 3-hourly accumulated rainfall in LST from WRF and 3B42 for the year 2008.
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Kikuchi and Wang 2008; Wu et al. 2009a). Similar sea-

ward propagation of coastal rain along the northeast-

ern coast of the Malay Peninsula, the western coast of

Borneo, the eastern coast of Sulawesi and southward

propagation of rain peaks from the mountain range of

New Guinea into the southern plains can be seen.

EOF2 in the WRF model produces the above local

diurnal rain features but with some differences upon de-

tailed examination. Most notably, the spatial extent of

the positive spatial loadings or nocturnal rain peaks in

the plains east of the western ridge in western Sumatra

and south of the central ridge of New Guinea, and in the

coastal sea around Sulawesi, is less than the observed,

reflecting slower propagation speed in the model. In fact,

seaward from much of the northwestern Borneo coast

positive spatial loadings are absent, indicating no effec-

tive propagation of the evening rain features from land

into the coastal seas off the Borneo.

FIG. 3. The difference in the averaged 3-hourly accumulated rainfall between model and observation (model minus

observed), Contour interval is 1 mm. Unshaded (shaded) contours are positive (negative) values.

FIG. 4. The first two empirical orthogonal functions (EOFs) of the observed and modeled year-averaged diurnal rain cycle. The percentage

of the total variability explained for each EOF is shown in the parentheses on top of each plot.
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The model PC1 and PC2 both lead the observed by

about 3 h. Similar findings have also been reported in

several GCMs (Bechtold et al. 2004; Dai 2006; Lee et al.

2007a) and regional mesoscale models (Davis et al. 2003;

Clark et al. 2007; Koo and Hong 2010). The phase of

modeled diurnal rainfall is sensitive to the convective

parameterization used. The more common shortcomings

in convective schemes include too strong a relation be-

tween model convection with the convective available

potential energy (CAPE) (Bechtold et al. 2004; Lee

et al. 2007a), underrepresentation of cloud develop-

ment (Guichard et al. 2004), and lateral entrainment/

detrainment rates in deep and shallow convection (Wang

et al. 2007). All of these deficiencies have the effect of

moving forward the onset of deep convection (Guichard

et al. 2004; Wang et al. 2007; Chaboureau et al. 2004).

5. Robustness to change in satellite dataset

A technical reason might also have contributed to the

phase mismatch between the model and observed PCS.

The 3B42 uses infrared (IR) sensing estimates, which

have a stronger association with clouds than with pre-

cipitation. There have been reports that 3B42 rainfall

estimates lag in situ gauge measurements (Zhou et al.

2008) and combined TRMM precipitation radar (PR)

and TRMM Microwave Imager (TMI) rainfall estimates

(Kikuchi and Wang 2008) by up to several hours, de-

pending on location and time.

To investigate the last possibility, a further compari-

son with the diurnal rainfall computed from 12 years

(1998–2009) of combined PR–TMI rainfall estimates

(Haddad et al. 1997) in the TRMM 3G68 product was

made at 0.258 3 0.258 resolution (available online at

ftp://trmmopen.gsfc.nasa.gov/pub). Two provisos must

be mentioned when using 3G68 data: 1) the sample size

per 3-h interval for 3G68 is only about 45%–60% that

of 3B42 and 2) PR and TMI estimates are still indirect

measurements of rainfall rate.

First, the average rainfall was computed for half-hour

intervals of a day (in LST) over the 12 years of 3G68

data. As this time series would suffer from variable sam-

pling, as pointed out by Negri et al. (2002), a 3.5-h cen-

tered running mean was applied. (The results were also

similar when a 4.5-h centered running mean was ap-

plied.) Finally, the rainfall was accumulated over 3-h

intervals and PCA was performed on the diurnal cycle.

The 3G68 results confirmed that the main features in

the 3B42 EOF1 and EOF2 are robust. One notable ex-

ception is that the patch of positive spatial loading in the

coastal sea off north Borneo is much smaller in 3G68

EOF2 and hence in better agreement with the model

(Fig. 4). The phase lead of the model rain from the ob-

served rain can still be seen when using 3G68 PCS al-

though the difference is reduced to about 1–2 h (cf. the

zeros of the PCS in Fig. 5).

The remaining discussion focuses on the results for

3B42, as it has a larger sample size. Care was taken to

leave out the occasional one or two features that are not

robust between the two satellite datasets.

6. Hovmoeller analysis of reconstructed
3B42 rainfall

Figure 6 demonstrates the diurnal cycle in the MC

diagnosed from 3B42 as the superposition of stationary

and propagating signals. Whether the signal at a loca-

tion is stationary or propagating can be understood

from the relative phase of EOF1 and EOF2 at that lo-

cation. Appendix B outlines how the spatial phase dif-

ference between the EOFs can give rise to stationary

and propagating signals. Where the two EOFs are in

quadrature, the resultant rain signal is propagating. Ex-

amples are the observed seaward propagation from the

coasts of the east Malay Peninsula (section A in Fig. 6),

west Sumatra (sections A and B), west Borneo (section B),

and north New Guinea (section D), and simultaneous

northward and southward propagation from the central

mountain ridge in New Guinea (section D). Closer ex-

amination of Fig. 6 also reveals westward (eastward/

northward/southward) propagation when the local EOF2

pattern is displaced westward (eastward/northward/

southward) from the local EOF1 pattern while PC2

lags behind PC1 in time (Fig. 5). When the local pat-

terns in the two EOFs are in phase or antiphase, the

diurnal signal is stationary, such as observed on the

Malay Peninsula, Straits of Malacca, north Sumatra

FIG. 5. The principal component scores corresponding to the

EOFs in Fig. 4. Note that the PCS have been normalized to vari-

ance 1.
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(section A), and inland Borneo (section C). The spa-

tially varying phase relation between EOF1 and EOF2

over MC that gives rise to a combination of propagating

and stationary signals can be discerned by careful in-

spection of the zero contours in Fig. 4.

a. Sources of propagating diurnal signals

It is clear from Fig. 6 that the mountain ridges and

coastlines in the MC are dominant sources of propa-

gating rain signals. These propagating signals in the year-

averaged diurnal cycle are likely the combined result of

several different physical mechanisms explained below.

Rain often develops on mountain slopes during the late

afternoon owing to convective instability induced by

elevated heating of air by the mountain. The rain can

migrate downslope in the early evening with a self-

replicating mechanism involving cold pool dynamics un-

der the influence of downslope mountain winds (Zhou and

Wang 2006; Ichikawa and Yasunari 2006, 2008; Hara et al.

2009).

Over the coastal sea, a strong offshore wind can de-

velop during the evening from slope winds redirected

offshore at the base of coastal mountains (Wu et al.

2009b) or from the dynamical response to the formation

of a steep temperature gradient across the land–sea

boundary as a result of evening precipitation over the

coastal land (Wu et al. 2008). The offshore winds can

trigger convection over the coastal seas, and subsequently

FIG. 6. (top two rows) EOFs and (next two rows) Hovmoeller analyses of reconstructed rainfall diurnal cycle from 3B42 and WRF along

sections A, B, C, and D in Fig. 1. Distance along the lines is measured from the ends with the heavy dots in Fig. 1. The modeled terrain

height is shown in the last row. In the top two rows, solid and dashed lines denote EOF1 and EOF2, respectively. In the next two rows,

positive (negative) contours are shaded (unshaded) with a contour interval of 0.5 mm. The arrows and associated numbers (m s21) in the

third row mark the estimated phase speed from 3B42 data. The arrows are duplicated in the fourth row for comparison with WRF results.

Vertical dashed lines demarcate land–sea boundaries in the model.
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these convective systems can propagate by means of

gravity wave excitation from the latent heating profiles

of antecedent convective cells (Mori et al. 2004; Ichikawa

and Yasunari 2006) or through self-replication at the

leading edge of a gravity current formed from con-

vective downdraft in a similar way to squall propaga-

tion (Wu et al. 2009b). Some studies also suggested

that, in the vicinity of coastal mountains, the diurnal os-

cillation of the elevated boundary layer over the moun-

tains excites seaward-propagating gravity waves, which

can destabilize the offshore air columns and trigger deep

convection (Mori et al. 2004; Zhou and Wang 2006;

Ichikawa and Yasunari 2008).

b. Impact on the local diurnal cycle

The impact of the surrounding geography on the local

diurnal rain cycle in the MC can be understood readily

using the concept of coastlines and mountains as sources

of propagating signals. For example, the local diurnal

rain cycles of islands off west (section A in Fig. 6) and

east (section B) Sumatra are not apparent in the 3B42

Hovmoeller plots because they have been overwhelmed

by propagating signals from the west Sumatra coast and

the west Borneo coast, respectively.

The Hovmoeller plot for section C in Fig. 6 suggests

that the observed westward propagating signal from the

coastline in west Sulawesi extends into the eastern coastal

plain of Borneo. This signal almost completely reverses

the phase of the diurnal cycle over east Borneo relative

to the rest of island (cf. also 3B42 EOF1 in Fig. 4). In-

deed, westward-propagating diurnal gravity waves ex-

cited from convection over the mountains in Sulawesi

were found to suppress evening convection over east

Borneo (Wu et al. 2009a).

FIG. 6. (Continued)
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c. Formation of stationary diurnal signals

The Straits of Malacca together with the adjacent east

Sumatra coast and west Malay Peninsula coast (section A

in Fig. 6) can be thought as geophysical fluid dynamical

(GFD) analogs of a wave cavity. In this case, an eastward-

propagating signal from the east coast of Sumatra inter-

feres with a westward propagating signal from the west

coast of Malay Peninsula and results in the formation of

a stationary signal over the Straits of Malacca as illus-

trated in the schematics in Fig. 7a. The idea of the straits

and the adjacent coastal lands forming a coupled dy-

namical system is supported by recent numerical simu-

lations. Fujita et al. (2010) suggested that the convergence

of offshore winds driven by gravity currents from evap-

orative cooling of precipitation over the eastern and

western coastal land of Sumatra and Malay Peninsula

respectively can be an important triggering mechanism

for convection over the straits.

In the same way, north Sumatra and the Malay Pen-

insula may each be understood as wave cavities trapped

between their own western and eastern coastlines, thus

manifesting stationary diurnal signals (section A in Fig. 6)

as depicted in Fig. 7a. Such convergence of propagat-

ing signals from coastlines over land was reported by

Joseph et al. (2008) in a numerical simulation where the

triggering of convection over the southern Malay Penin-

sula can occur as a result of collusion of sea-breeze fronts

propagating from the eastern and western coasts. For the

counterpropagating signals from the two ends to inter-

fere, the GFD wave cavity (i.e., the straits, peninsula, or

long island) must not be too wide. Otherwise, signals

from each end would not propagate all the way to the

other end due to attenuation. In that case, the central

portion of the cavity manifesting the stationary inter-

ference signal is expected to slowly shrink with in-

creasing cavity width (Fig. 7b). This is indeed the case

observed in south Sumatra island (section B, Fig. 6)

where the coast-to-coast separation is about 80% wider

than in north Sumatra island (section A).

d. Observed phase speeds

The estimated phase speeds for the observed propa-

gating rain signals are estimated to be 8–15 m s21 over

open sea and 4–6 m s21 over land (down mountain slopes

and across open plains). These values are comparable

with phase speeds of propagating rain features in the

MC estimated from observations and numerical exper-

iments reported elsewhere (Mori et al. 2004; Ichikawa

and Yasunari 2008; Wu et al. 2009b). Our phase speed

estimates suggest that the propagating signals are slower

over land than over open sea. Such difference is also

observed by Ichikawa and Yasunari (2008). Propagating

rain signals over sea associated with gravity wave activity

are likely to travel faster than propagating rain signals

over land under the density current mechanism (Mapes

et al. 2003). As for rain signals propagating over sea by

the density current mechanism, the phase speed could still

be faster than over land due to lower surface roughness

impeding the advance of the cold pool (Hatcher et al.

2000). Another reason may be that the lower roughness

over the sea induces weaker surface heat fluxes, so the

temperature and hence density contrast between the

gravity current and the ambient air is better maintained,

leading to greater propagation speed (Ross et al. 2004).

7. Hovmoeller analysis of reconstructed
WRF rainfall

The general phase lead of the modeled diurnal cycle

can be seen from Fig. 6. This is consistent with the

modeled PCS leading observed PCS in Fig. 5 and so

needs no further comment.

The model responds too strongly to small islands,

giving rise to spurious high wavenumber components in

the model EOFs. The propagating signals across the is-

lands west of north Sumatra and east of south Sumatra

are overwhelmed by local stationary signals, resulting in

a ‘‘landlike’’ diurnal phase (sections A and B in Fig. 6,

respectively). EOF1 and EOF2 also vary too much with

small-scale topographic features. This causes the unre-

alistic aggregations of modeled rainfall at scales of 120–

150 km over inland Malay Peninsula, Sumatra, Borneo,

and New Guinea, confusing the otherwise clear station-

ary diurnal signal. A repeat of the model experiment with

smoothed topography greatly reduces these unrealistic

features and confirms that small-scale topography is the

main cause for the excitation of higher wavenumbers in

the model EOFs (Fig. 8). One plausible reason for the

absence of such sensitivity to small-scale terrain or island

features in the observations may be that subgrid-scale

irregularities in the actual terrain or coastline destroy the

coherence of small-scale propagating signals, which then

do not contribute to the year-averaged diurnal cycle.

In the model, the strip of sea between the west of the

north Sumatra coast and its offshore island chain ap-

pears to constitute a GFD wave cavity (section A in

Fig. 6) similar in principle to that of the Straits of

Malacca. Since the two bodies of water are almost

equally wide, it is unlikely that 3B42 measurements

have missed the stationary signal in one but not the

other. The stationary diurnal signal immediately west

of Sumatra is likely to be an artifact due to wave trap-

ping by the offshore island chain in the model. A similar

but less severe trapping is seen in the wider sea between

west Borneo and the offshore island east of Sumatra
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(section B), where the spurious counterpropagating wave

from the island east of Sumatra does not penetrate all

the way back to west Borneo owing to attenuation.

Over land, WRF reproduces the propagating rain sig-

nals with somewhat slower phase speed to the observed,

downslope from the mountain ridges in New Guinea

(section D in Fig. 6). The modeled signal does not

migrate as far south over the plains from the ridge in

New Guinea as noted in the observations. The rain prop-

agation over open sea is well captured with the correct

phase speed in all instances. But the signals migrate too

far north into the Pacific Ocean from the north coast of

New Guinea (section D). Thus, the rain features may be

too strongly attenuated on land but too weakly attenu-

ated over sea in the model.

The overattenuation of propagating signals over land

may be symptomatic, in part, of the limitation of cumulus

parameterization schemes in representing cold pool dy-

namics and the interaction between convection and the

local circulation reported in several investigations in the

MC (Hara et al. 2009) and elsewhere (e.g., Davis et al.

2003; Clark et al. 2007). Models that explicitly resolve

convection have been shown to be able to simulate cor-

rectly the propagation of mesoscale rain systems in the

MC (Hara et al. 2009; Sato et al. 2009).

Certain modeled rain signals do not propagate smoothly

across the coastline from land to sea. For example, the

diurnal rain signal in the Straits of Malacca is broken

from the adjacent signals in coastal Sumatra and the

Malay Peninsula (section A in Fig. 6), and likewise for

west Borneo (section B). Instead, the coastal land and

sea diurnal signals seem to be in antiphase. This problem

is evident from the sharp transition of the EOFs across

the coastlines and may perhaps be related to the lack of

subgrid-scale irregularities in the coastlines, which would

have provided a smoother transition from land to sea at

grid scale. Another reason could be that, as seen in

some model simulations (Qian et al. 2003), the disconti-

nuity in model surface parameterization between land

and sea causes an abrupt change in the atmospheric

boundary layer and interferes with the smooth propaga-

tion of gravity currents and gravity waves across the land–

sea boundary.

8. Conclusions

Principal component analysis is shown to provide a

compact description of the diurnal cycle for the MC, al-

lowing straightforward comparison between observed

and modeled diurnal rain variability. The diurnal rain

features in the observations and model are encapsulated

within the first two EOFs, the PCS of which are in time

quadrature. The two EOFs are physically based modes.

The first EOF is strong and represents the fundamental

atmospheric response to potential instability forced by

radiation and surface heat flux over land and sea dur-

ing day and night, respectively. The positive loadings of

the second EOF by itself represent the local nocturnal

rain features downslope of elevated terrain (e.g., in Sumatra

and New Guinea), over coastal land and sea, or inland of

the large island of Borneo, resulting from the interaction

between mesoscale convection and gravity waves, den-

sity currents, or local thermally induced circulations.

The differences in the dynamics behind the two EOFs

can give insight as to where the model represents well

and where it falls short. The first EOF of the WRF

model is similar to the observed but has larger amplitude

over land, particularly over elevated terrain, which is

likely due to deficiencies in the boundary layer param-

eterization. It also captures too much variance over the

second EOF, implying that the basic diurnal forcing is

too strong in the model.

FIG. 7. Schematic of interference of trapped waves in wave

cavities. (a) Interference of waves from the coast resulting in

a stationary signals over the three cavities C1, C2, C3 over north

Sumatra, the Straits of Malacca, and the Malay Peninsula, re-

spectively. (b) Over south Sumatra, attenuation of the propagating

signal resulted in a smaller standing-wave signal with respect to the

cavity width. Propagating signals are still dominant around the

coastal regions.
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Although the second EOF shows that WRF is able

to reproduce some of the local nocturnal rain features

like those inland of Borneo, the propagating rain fea-

tures inland and across the coastal interfaces are too

slow and are limited in their extent within the model.

These shortcomings are likely due to deficiencies within

the convective parameterization schemes in represent-

ing the cold pool dynamics and the coupling of the local

circulation with convection.

A phase lead of both modeled PC1 and PC2 compared

to the observed exists, with a value of about 3 h using

the 3B42 dataset or 1–2 h using the 3G68 dataset. In-

adequate representation of the transition from shallow

to deep convection by the convective parameterization

within WRF is a possible reason.

The spatial features in the first two EOFs are mostly

robust whether the 3B42 or 3G68 dataset is used. One

notable exception is in the coastal sea off north Borneo

where the EOF2 for 3G68 is in closer agreement with

the modeled EOF2. Such few nonrobust features are not

considered in this work.

Hovmoeller analysis of the reconstructed 3B42 di-

urnal rain signal from the first two EOFs indicates that

mountain ridges and coastlines in the Maritime Conti-

nent are sources of propagating diurnal rain signals. The

complexity of the diurnal rain cycle is a consequence

of the juxtaposition of coastlines and mountain ridges,

causing propagating signals to interfere with one an-

other. The stationary diurnal rain cycles over the Straits

of Malacca, the Malay Peninsula, and north Sumatra are

cases in point as they behave like GFD wave cavities

trapping the otherwise propagating signals from the

coastlines. The propagating signals travel down mountain

slopes, across plains, or out into open sea, and sometimes

FIG. 8. As in Fig. 6 but for WRF experiments with the original and smoothed topography (shown respectively as dashed and solid lines in

the bottom two panels) for transects B and C of Fig. 1. See the caption for Fig. 6 for details.
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even cross narrow sea and penetrate distal coastal land

(e.g., from west Sulawesi coast across into east Borneo).

The phase speeds of propagating rain signals are found

to be larger over sea than land possibly because of lower

surface roughness and hence surface heat exchange over

sea.

The spatial phase relation between EOF1 and EOF2

governs whether the rain signals are propagating or

stationary: when the EOFs are in spatial quadrature,

propagating signals result; when they are in phase or

antiphase, stationary signals result. The cross sections

showing simultaneously EOF1 and EOF2, for example,

in Fig. 6, are helpful in understanding the propagating/

stationary nature of the diurnal rain signals and the for-

mation of GFD wave cavities.

Hovmoeller analysis of the reconstructed rainfall

from WRF highlighted oversensitivity of the model to

the presence of small islands and small-scale topogra-

phy, generating high wavenumber components in EOF1

and EOF2. The Hovmoeller plots across various repre-

sentative sections in the Maritime Continent show un-

realistic disruption of propagating rain signals on the sea

by small islands and of stationary rain signals inland by

mountainous terrain. The lack of subgrid complexity in

coastline representation and the discontinuity in model

surface parameterization over land and sea may have

led to sharp transition of the EOFs across model land–

sea boundaries and the failure of rain features to propa-

gate smoothly from coastal land to sea. The phase speed

of propagation over open sea are correct but that over

land seems too slow.

Finally, it should be noted that the observed diurnal

features discussed are robust: the first two EOFs from

using 10-year-averaged diurnal rain from 3B42 (not

shown) are similar to those described in this work.
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APPENDIX A

Phase Speed with Respect to LST

The local solar time t9 for a location at a distance x east

of a reference point P on the equator is related to the

UTC t as follows:

t9 5 t 1
x

y
1 t0, (A1)

where t0 is a constant and y is the speed of the earth’s

rotation at the equator.

The phase of a sinusoidal wave propagating at an

angle u with the equator is

f 5 k9(r 2 c9t9), (A2)

where r is the displacement in the direction of propa-

gation from the reference point P, and k9 and c9 are,

respectively, the wavenumber and phase velocity at the

equator in LST coordinate.

Substituting (A1) into (A2) and noting that x 5 r cosu,

the phase velocity at the equator in UTC coordinate is

c 5

�
›r

›t

�
f

5 c9

�
1 2

c9

y
cosu

�21

. (A3)

For y � jc9j,

c ’ c9

�
1 1

c9

y
cosu

�
. (A4)

For the rain peak propagations discussed in the text,

jc9j; 5 m s21 while y ’ 460 m s21. Hence Eq. (A4) shows

that correction factor is O(1%).

APPENDIX B

Phase Relation between Principal Components of
Traveling and Stationary Signals

The propagating nature of the rain signal where the

EOFs are in spatial quadrature can be intuited by study-

ing a propagating sinusoidal wave with amplitude A,

wavenumber k, and frequency v,

f (x, t) 5 A sin(kx 1 vt). (B1)

Equation (B1) can be rewritten as a superposition of two

standing waves:

f (x, t) 5 A sin(kx) cos(vt) 1 A cos(kx) sin(vt). (B2)

The two terms A sin(kx) and A cos(kx) in Eq. (B2) are in

spatial quadrature and can be regarded as analogous to

the EOFs. The terms cos(vt) and sin(vt) are in temporal

quadrature and can be associated with the normalized

PCS. Propagation requires that the amplitude of the two

EOFs in quadrature to be equal. For the model and ob-

served rainfall in regions where the propagating signals

are identified (Fig. 6), the spatial loading of the two EOFs

are about the same too.

For x increasing eastward, Eq. (B1) represents a west-

ward-propagating wave for positive k and v. In this case,

the second PCS, sin(vt), lags behind the first PCS,

cos(vt), in time while the second EOF, cos(kx), is
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displaced westward of the first EOF, sin(kx). In other

words, the EOF corresponding to the PCS lagging in

time would be displaced in the direction of propagation

when compared with the EOF corresponding to the PCS

leading in time.

When the EOFs are either in phase or antiphase and

the PCs have a quadrature relation, a standing wave re-

sults:

g(x, t) 5 A sin(kx) cos(vt) 6 A sin(kx) sin(vt)

5 A
ffiffiffi
2
p

sin(kx) cos
�
vt 7

p

4

�
. (B3)
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