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Impact of radar-rainfall error structure on estimated flood magnitude across scales: An investigation based on a parsimonious distributed hydrological model
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[1] The goal of this study is to diagnose the manner in which radar-rainfall input affects peak flow simulation uncertainties across scales. We used the distributed physically based hydrological model CUENCAS with parameters that are estimated from available data and without fitting the model output to discharge observations. We evaluated the model’s performance using (1) observed streamflow at the outlet of nested basins ranging in scale from 20 to 16,000 km2 and (2) streamflow simulated by a well-established and extensively calibrated hydrological model used by the US National Weather Service (SAC-SMA). To mimic radar-rainfall uncertainty, we applied a recently proposed statistical model of radar-rainfall error to produce rainfall ensembles based on different expected error scenarios. We used the generated ensembles as input for the hydrological model and summarized the effects on flow sensitivities using a relative measure of the ensemble peak flow dispersion for every link in the river network. Results show that peak flow simulation uncertainty is strongly dependent on the catchment scale. Uncertainty decreases with increasing catchment drainage area due to the aggregation effect of the river network that filters out small-scale uncertainties. The rate at which uncertainty changes depends on the error structure of the input rainfall fields. We found that random errors that are uncorrelated in space produce high peak flow variability for small scale basins, but uncertainties decrease rapidly as scale increases. In contrast, spatially correlated errors produce less scatter in peak flows for small scales, but uncertainty decreases slowly with increasing catchment size. This study demonstrates the large impact of scale on uncertainty in hydrological simulations and demonstrates the need for a more robust characterization of the uncertainty structure in radar-rainfall. Our results are diagnostic and illustrate the benefits of using the calibration-free, multiscale framework to investigate uncertainty propagation with hydrological models.


1. Introduction

[2] In this paper we explore the effects that uncertainties in radar-estimated rainfall have on streamflow simulation by a distributed hydrologic model at a range of spatial scales. Rainfall is the main input to many hydrological models, and its uncertainties affect streamflow simulation [e.g., Arnaud et al., 2011]. While a number of direct and indirect methods are available to estimate rainfall rate and accumulation, weather radars remain the only operational instruments capable of providing rainfall quantities over large domains with the space-time resolution required for flood prediction across a large range of scales (~0.1-100,000 km²). Radar-rainfall estimates are subject to significant uncertainty (see Villarini and Krajewski [2010] for a review), and their use for flood prediction requires a better understanding of how the estimation errors propagate through hydrological models and affect streamflow prediction across scales.

[3] The main goal of this study is to evaluate the impact that radar-rainfall uncertainties, associated with rainfall maps (products) that were generated by the Next-Generation Radar (NEXRAD) system of WSR-88D weather radars [e.g., Fulton et al., 1998], have on flood simulation. As our goal is to have the capability to predict potential flooding conditions anywhere within a large region (basin), we have been developing a distributed, data-intensive rainfall-runoff model. It is clear that for such a model to have useful
predictive skill in many places within the basin, the model’s parameterizations (physics-based) should depend on data that characterize details of the domain and the forcing rather than the parameter calibration [e.g., Gupta, 2004]. However, since there is no hydrologic theory that could guide the development of such a model, and due to the data’s limitations, it is difficult to know which processes should be represented in detail and which could be neglected or simplified. The importance of various processes depends on the location and the hydrologic “circumstances” such as seasons and antecedent conditions. On the other hand, there is plenty of evidence documented in the literature that rainfall variability, resolution, and accuracy play crucial roles in the model’s development and performance. Given the above circumstances, we pose the following question: given a hydrologic model characterized by a certain skill level, what is the effect of radar-rainfall uncertainty on the model’s prediction ability? We seek to answer this question across a range of spatial scales for continuous real-time simulation. To obtain meaningful answers, we need to avoid calibrating the model to discharge data because such fitting would compensate for the uncertainty due to the rainfall input and thereby compromise our objectives.

[4] Our methodology can be viewed as a data-based simulation. It consists of generating ensembles of “equally probable” rainfall fields that have the same error structure as the NEXRAD products. These fields are then propagated through a rainfall-runoff hydrological model that simulates streamflow for each stream link in a watershed. This approach requires two main components: (1) a rainfall ensemble generator that provides maps of rainfall input that mimic the actual radar-rainfall uncertainty and (2) a parsimonious hydrological model whose parameters can be prescribed a priori using physical properties of the watershed, thereby eliminating the need for parameter calibration. The model includes nonlinearities in the system, and its simulated discharge agrees reasonably well with observations. We discuss the main features of these two components below.

[5] Uncertainties in radar rainfall estimates have been studied for more than 30 years [Grayman and Eagleson, 1971; Wilson and Brandes, 1979; Cluckie and Collier, 1991; Ciach and Krajewski, 1999a, 1999b; Seed et al., 1999; Pegram and Clouthier, 2001; Jordan et al., 2003; Chumchean et al., 2006; Ciach et al., 2007; Habib et al., 2008; Krajewski et al., 2010; AghaKouchak et al., 2010a, 2010b], and several models have been proposed for the statistical description of radar-rainfall errors (see reviews by Villarini and Krajewski, 2009; Mandaapaka and Gemmann, 2010). Early methods of simulating synthetic radar-rainfall fields, i.e., rainfall fields that are corrupted by radar-like systematic and random errors, were based on a conceptual understanding of the uncertainties involved [Krajewski and Georgakakos, 1985; Krajewski, 1993; Anagnostou and Krajewski, 1997; Carpenter and Georgakakos, 2004]. While these methods attempted to capture the main aspects of the factors that caused uncertainty, they lacked an empirically based quantification of the deviations between the true and radar-estimated rainfall. Therefore, there was no guarantee that actual radar-rainfall uncertainty was realistically represented in studies that used these methods [e.g., Sharif et al., 2002; Sharif et al., 2004]. To overcome this weakness, recent developments focus on the empirically based modeling of radar-rainfall uncertainty [e.g., Ciach et al., 2007; Gemmann et al., 2009]. In this study we adopted the radar-rainfall generator proposed by Villarini et al. [2009], which is based on the empirical radar rainfall error model by Ciach et al. [2007]. This model characterizes the statistical structure of radar-rainfall errors with three components: (1) an overall multiplicative bias factor estimated using long-term accumulated radar-rainfall and gauge-rainfall values; (2) a systematic distortion function, conditioned on the radar-estimated rainfall value; and (3) a stochastic factor quantifying residual random errors. The model accounts for range dependency and for spatial and temporal correlation in errors. The generator uses a conditional simulation framework: Given the estimates provided by a specific radar-rainfall estimation algorithm, the method returns rainfall fields that have the same error structure as that observed empirically for that algorithm. In our case, the algorithm is the precipitation processing system [Fulton et al., 1998] that converts the reflectivity data from the WSR-88D weather radars to the hourly accumulation with approximately 4 km by 4 km spatial resolution (see Ciach et al. [2007] and Villarini et al. [2009] for details). The fact that the generator is conditional on actual radar-rainfall fields ensures relevance to practical applications and allows analysis of real events.

[6] Once realistic radar-rainfall ensembles are generated, they are used as input to a hydrological model that simulates streamflow. Each member of the ensemble will result in a somewhat different hydrograph. Does the spread of different characteristics of the resultant hydrographs (such as the peak value or the time-to-peak) depend on the scale of the basin? How does the spread compare to the difference between the model output obtained using the “observed” field (i.e., the one on which the conditional simulation was based) and the streamflow observations? We address these questions herein.

[7] Previous studies have demonstrated, albeit indirectly, that a fair investigation of how rainfall errors affect flood simulation requires a calibration-free hydrological model since calibration camouflages uncertainties related to both the hydrologic model structure and the rainfall input data uncertainty. Carpenter and Georgakakos [2004] investigated the impacts of rainfall input and rainfall-runoff model parametric uncertainty on flow simulation using a calibrated distributed hydrological model. Their results showed that errors due to model parameter estimation are of the same order of magnitude or even larger than the errors due to rainfall uncertainties. Schröter et al. [2011] used a probabilistic model to generate an ensemble of precipitation fields that were then used as input to a hydrological model. The authors calibrated the model based on the different rainfall ensembles and demonstrated that rainfall uncertainties might have a significant impact on the estimated parameter estimates. He et al. [2011] evaluated the impact of radar rainfall uncertainties on water resource modeling using a model that was calibrated based on rain gauge data. According to these authors, if radar precipitation were used to calibrate the model, sensitivity of simulated stream discharge to rainfall input would have changed. Fu et al. [2011] investigated the impact of precipitation spatial resolution on the hydrological response of an integrated distributed water resource model and concluded that, “the effects of precipitation input are so dominant that it could potentially impact the estimates of model parameters when the hydrological model is calibrated.” The study further concluded
that model parameters estimated by calibration would be biased in order to compensate for errors introduced by low-resolution precipitation. These studies demonstrate the need for a simulation framework that isolates uncertainties due to parameter estimation, model structure, and various inputs.

For the above data-based simulation framework to provide meaningful results (i.e., with respect to the goal of developing model with predictive skill across scales and at multiple locations), it is necessary to have a hydrologic model with a certain level of skill that results merely from its structure and ability to mimic the dominant processes of hydrologic response to rainfall. The numerical values of the required coefficients (parameters) should be “observable” from the characteristics of the basin, including topography, land cover, land use, soils, etc. The level of skill should be such that given a more accurate input, the model should provide better output. This is not always the case when calibrated models that adjust their parameter values to compensate for uncertainties in the input.

In this study we use a fully distributed, physically based, and calibration-free hydrological model that allows the isolation of effects due to the rainfall input. A large variety of distributed hydrological models exist whose parameters can be derived from physical data. Twelve such models were included in the Distributed Model Intercomparison Project (DMIP) that evaluated the capabilities of existing distributed hydrologic models forced with operational radar-based precipitation [Reed et al., 2004]. In the DMIP project, several research groups compared the results from calibrated and uncalibrated versions of the models and concluded that calibration significantly improves simulation results. In our study, we opted to use the term calibration-free since we recognize that calibration is not feasible due to the dynamic parametric complexity problem [Gupta, 2004] that arises when highly spatially explicit terrain decomposition is applied. With explicit consideration of spatial variability, the number of parameters increases exponentially. A large number of error-free observations that covers all spectra of hydrological functions and spatio-temporal scales would be required to properly estimate these parameters through calibration [Sawicz et al., 2011]. When streamflow at the outlet of the basin is the only information used to calibrate these models, the large number of degrees of freedom results in equifinality, i.e., a limited ability to uniquely identify parameters [e.g., Ebel and Loague, 2006]. In that case, we can never be sure if the model is “right for the right reasons” or if errors in the data and model structure are being compensated for by errors in parameter values [e.g., Refsgaard, 2004; Ajami et al., 2004].

Hossain et al. [2004] and Heistermann and Kneis [2011] used Monte Carlo simulation to evaluate the effect of rainfall on hydrological simulations without the need to define optimal parameter sets based on calibration. Both studies demonstrated the viability of the approach for small to medium sized basins; Heistermann and Kneis [2011] identified limitations related to the model’s computation time even for the small catchment adopted in the study (15 km²). Therefore, a similar approach is not computationally feasible for large basins using fine decomposition of the terrain (at the hillslope level). In this study we avoid calibration by adopting a different modeling approach, and instead of calibrating parameters to achieve better results, we systematically improved the model’s structure. During the iterative process of adding new components and evaluating their impact on the model’s overall performance, we realized the importance of understanding how much of the discrepancy between the model’s simulated and observed responses could be due to uncertainty in the rainfall. This is, in fact, the main motivation behind our study. We have been developing a calibration-free model to enable prediction everywhere, in the spirit of the PUB (prediction in ungauged basins) initiative [Sivapalan et al., 2003]. While a full description of our developments is beyond the scope of this paper, we illustrate the expected streamflow prediction uncertainties due to the errors in the radar-provided input across a range of spatial scales.

The model provides an impartial evaluation of how rainfall errors propagate through hydrological models and affect flood prediction across a large range of scales. Calibration is avoided through the use of parameters that are directly or indirectly linked to the physical properties of the watershed (e.g., soil water storage capacity, hillslope shape, and channel flow velocity). Direct methods use spatial information of physical properties (e.g., DEM), while indirect methods adopt a combination of empirical equations (e.g., Manning’s formula) and spatial maps of basin properties. The fine decomposition of the terrain into hillslopes and links results in a realistic representation of the stream and river drainage network, which allows us to apply model equations that represent processes close to the scales as they occur in nature [Mantilla and Gupta, 2005]. Runoff is generated at hillslopes, and water is transported via the drainage network of connected links. Model equations at the hillslope-link scale are based on mass and momentum conservation principles.

Previous studies have also demonstrated that flow simulation uncertainty is strongly dependent on catchment scale, with uncertainty decreasing as basin scale increases [e.g., Carpenter, 2006; Nikolopoulos and Anagnostou, 2010]. This is expected since the river network filters out small-scale variability and uncertainties [e.g., Mandapaka et al., 2009a]. In previous studies [e.g., Carpenter and Georgakakos, 2004; He et al., 2011] this conclusion was reached based on the analysis of midsize basins, including a limited number of points in the watershed for which streamflow observations were available and used to calibrate the model. In order to characterize the scales for which radar data provide good information for flood prediction, a more comprehensive study involving a large number of sites covering a large range of scales (from few to thousands of square kilometers) is required. The basin decomposition method used in this study provides flow simulation for every link in the basin, which allows us to investigate error scale dependency using a large number of locations in the basin (more than 70,000 hillslope links) covering a wide range of spatial scales, from hillslope (∼0.1 km²) to large watersheds (∼17,000 km²).

The study area and data sources are described in section 2. In section 3 we present methodological aspects of this work, focusing on the rainfall generator and the hydrological model. Section 4 includes the main results of this study, including: (1) the validation of the hydrological model across multiple scales, (2) the rainfall error scenarios and statistics for the generated rainfall ensembles, and (3) flow sensitivity to different rainfall error scenarios. Section 5 presents the main conclusions of this work.
2. Study Area and Data Source

[14] The study is carried out for two adjacent basins, the Iowa and the Cedar River basins, located almost entirely in the state of Iowa. The total drainage area is 7234 km² for the Iowa River (in Marengo) and 16,853 km² for the Cedar River (in Cedar Rapids). The climate in this region is characterized by cold winters, hot summers, and wet springs, with a mean annual precipitation of nearly 900 mm (source: Oregon Climate Service), potential evapotranspiration (PE) of 1060 mm, and actual evaporation of 580 mm (based on MOD16 product [see Mu et al., 2011]). The dominant land use is agriculture, consisting mainly of corn-soybean rotations. The agricultural practice imposes a strong seasonality in land cover dynamics. The growing season usually starts in May and ends in November.

[15] We chose this study area for two main reasons. First, the region is rich in hydrologic information. Four NEXRAD weather radars (in Des Moines and Davenport in Iowa, La Cross, Wisconsin, and Minneapolis, Minnesota) cover the two basins; also 24 USGS streamflow gauges collect data at the outlet of drainage areas ranging from approximately 22 to 16,853 km². Figure 1 presents a map of the study area with the location of the weather radars and the USGS streamflow sites. The second reason for selecting the area is its frequent flooding. The region was the center of an extreme flood event in 2008 that affected approximately 4800 km² of Iowa’s agricultural land and many communities throughout the state. About 1300 blocks in the city of Cedar Rapids were flooded, which affected more than 5000 homes and 900 businesses. In Iowa City, 16 buildings on The University of Iowa campus were reported flooded and the total cost of recovery from the flood reached $750M. We will use the 2008 flood event to demonstrate the hydrological model’s ability to simulate floods across scales and to investigate the effect of rainfall uncertainty on the prediction of floods.

[16] We used numerous sources of data in this study. Table 1 summarizes the data sets used as model input, for parameter estimation, and for model validation. Model input includes rainfall and potential evapotranspiration (PET). For rainfall we used the stage IV rainfall product, which represents hourly accumulation on approximately 4 km by 4 km grids. Stage IV products are provided by the National Weather Service. Fulton et al. [1998] describe the methods and data used to produce the different multisensor precipitation products provided by the NWS. Stage IV is a postprocessed product based on the merging of radar and rain gauge data, in particular to remove the mean-field bias in the radar-only estimates. Hereafter, we refer to these overall bias corrected fields as reference rainfall. We used NEXRAD’s stage IV products as a reference in this study to compare how different rainfall error sources and scenarios affect hydrological prediction across scales.

[17] For PET we use the product produced by the North American Regional Reanalysis NLDAS-2 with 1 h resolution in time and 0.125° (~13 km) resolution in space. PET is used to estimate the actual evaporation from the surface and from the unsaturated and saturated layers of the soil. Dingman [2002] defines PET as “the rate at which evapotranspiration would occur from a large area completely and uniformly covered with growing vegetation which has access to an unlimited supply of soil water and without advection or heat-storage effect.” Using PET to calculate actual evaporation presumes that the only factor limiting evapotranspiration is water availability. No limitations are imposed on the evaporation of water from the surface storage.

[18] We used the National Elevation Data set (NED) with 90 m resolution to extract the stream and river network. Our procedure [Mantilla and Gupta, 2005] resulted in 78,503 hillslopes for the Cedar River basin with an average hillslope area of 0.20 km² and 44,527 hillslopes for the Iowa River basin with an average hillslope area of 0.16 km². We used the USGS hydraulic measurements to estimate the parameters of hydraulic geometry equations based on the formulation proposed by Dodov [2004], Paik and Kumar [2004], and Mantilla [2007]. To estimate soil hydraulic properties and water storage availability, we used the Soil Survey Geographic (SSURGO) Database. To estimate the roughness coefficient (Manning’s) for the overland water transport equations, we used the high-resolution national land cover data set [Homer et al., 2007].

[19] Finally, we used two data sets to evaluate the model’s performance. First, we used the USGS streamflow data for a total of 24 sites to compare observed and simulated discharge. It is important to point out that we did not use this information to calibrate the model’s parameters; therefore, the comparison constitutes an independent evaluation of the model’s performance. We also compared the streamflow simulations from...
CUENCAS with those from the Sacramento Soil Moisture Accounting (SAC-SMA) model [Burnash, 1995], which is used by the National Weather Service as the main component of their flood forecasting system [Welles et al., 2007].

3. Methodology

[20] To demonstrate our model, we selected a month-long period with rainfall and streamflow data immediately preceding the 2008 flood in Iowa. Our flood prediction model is a physically based rainfall-runoff model that simulates response to rainfall forcing at a wide range of scales, with the smallest being at hillslope scale. The geometry of the hillslope elements of the model is irregular, but each hillslope is connected to a channel link whose location is determined by analysis of the high-resolution topography data, as described above. The model uses the information on land cover and land use, soil types, and topography based on readily available data that are mapped to the scale of the hillslopes. This mapping is one of the possible sources of uncertainty in the model, and investigating these uncertainties will be the focus of future studies. The function of the hillslopes is to partition the rainfall input into surface runoff, infiltration, and evapotranspiration. This is accomplished by using empirically based parameterizations of the relevant processes documented in the literature. We do not perform local adjustments (calibration) of the coefficients to force better agreement with the observed streamflow. Surface runoff and subsurface quick flow feed the channels, and the water is transported down the drainage network. The discharge is aggregated as the water flows to higher order streams. The aggregated discharge is attenuated by the selected water velocity model. The model has a power law functional form with the velocity dependent on the magnitude of the discharge and the upstream drainage area. We estimated the coefficients of the velocity model by multivariate regression using the USGS collected and published discharge and water velocity data [Hirsch and Costa, 2004]. We did this independently of our rainfall-runoff model.

[21] The fact that the model’s parameters are not calibrated to fit the discharge data implies that we have avoided favoring the scales at which we have available discharge observations. Our model is, in principle, suitable for prediction at any scale provided that the velocity model is able to correctly simulate transport through the river network. For more information on the validity of the velocity model applied in this study, please refer to Paik and Kumar [2004, 2009a].

[22] We evaluated the model performance prior to performing our simulation experiment. Clearly if the model does not provide accurate results, it should not be used to study the effects of uncertainty in the input data. On the other hand, if the model’s parameters are fitted to a particular input (rainfall) product, it would, by construction, bias the performance of a competing input product. For a calibrated model it would be possible to perform better when forced by an inferior input product. Moreno et al. [2012] recently presented a study in which calibration, performed based on a specific data set, biases model performance when forced by a different input. The author calibrated the model based on the NWS stage II radar rainfall data set and concluded that the model forced by rain gauge data tends to overestimate simulated streamflow. This is expected since these authors also pointed out that stage II products underestimated rainfall compared to the rain gauge (bias equal to 0.9).

[23] Following our methodology, we forced our model with the radar-rainfall input generated by a recently developed error model of the NEXRAD-based hourly rainfall maps [Ciach et al., 2007; Villarini and Krajewski, 2009]. The model is based on a large sample of empirical data and has a flexible structure, where the total error in radar-rainfall estimate is separated into systematic and random errors. Therefore, the model is suitable for studying the impact of systematic and random errors separately. Using the error model, we generated multiple realizations (equally probable) of radar-rainfall fields that were conditional on the observed (reference) field. Each of the generated realizations has the same statistical error structure as the reference field.

[24] We applied the generated ensemble of the radar-rainfall input to the hydrologic rainfall-runoff model and thus simulated multiple realizations of the discharge. We then calculated several performance measures to evaluate the spread of the obtained discharge values and compared it with the discrepancy (errors) between the discharge obtained using the reference input and the observed discharge. We calculated these measures at a range of spatial...
scales from very small to fairly large (~20,000 km²). We then repeated the above ensemble simulation for a different scenario of the radar-rainfall model.

In the following sections we will focus on the description of the two main components of this work: (1) the distributed physically based hydrological model and (2) the radar-rainfall error model and the ensemble generator used to produce equally probable rainfall fields based on the reference rainfall (stage IV) and the radar-rainfall error structure scenarios (SCs).

3.1 Hydrological Model

We adopted a hillslope-linked based model that compartmentalizes the landscape into small areas where runoff generation occurs (hillslopes) and that are connected by the river network (links). Hillslope-link models provide a more accurate representation of the river basins and have lower computational requirements than grid-based models [e.g., Yang et al., 2002]. The river network plays an important role in flood generation by delineating how peak flow changes across scales [e.g., Gupta et al., 1996; Gupta, 2004; Menabde et al., 2001]. Therefore, a correct representation of the river network is essential for simulating floods across multiple scales.

We use a set of four coupled nonlinear ordinary differential equations that describe changes in mass balance in each control volume to represent hydrological and hydraulic processes at hillslopes and links. The four equations account for water balance in the (1) link; (2) surface hillslope storage; (3) saturated soil zone, and (4) unsaturated soil layers. All state variables are solved simultaneously using a time-adaptive numerical method to avoid numerical inconsistencies [Kavetski, 2011]. The solutions to these equations provide hydrographs at each channel junction in the network and continuously account for moisture states in the surface, saturated and unsaturated soil layers, and channels over the entire basin domain.

We reduce complexities on the hillslope dynamics by parameterizing known macroscale hydrological behavior [McGlynn et al., 2002; Graham and McDonnell, 2010]. Since we estimate parameters based on observations of relevant processes, complexities in the model’s formulation are limited by data availability. We acknowledge that some important processes are not represented in the model (e.g., soil macropores). For the reasons previously mentioned, we opted for a simplified conceptualization of the hillslope subsurface geometry to estimate impermeable area as a function of hillslope shape and water volume in the saturated soil layer. In Figure 2 we present a schematic representation of this geometry for convex (b-1) and concave (b-2) hillslopes. Hillslope shape is an important factor affecting rainfall-runoff partitioning. Convex hillslopes exhibit a higher transport power (due to higher slope) and a lower saturation capacity than concave hillslopes [Sabzevari et al., 2010] (see Figures 2(b-1) and 2(b-2)). We assume that the bedrock surface is parallel to the hillslope surface, so the water table is calculated as a function of the volume of water in the saturated soil layer. We use the topography data (DEM) to estimate a relationship between the water table and the percentage of impermeable area (for an example, see plots in Figures 2(b-1) and 2(b-2)).

Once the water enters into the soil, it percolates down to recharge the groundwater reservoir. We use the extension of Darcy’s law, proposed by Buckingham [1907], to simulate flow in the partially saturated layer of the soil. The author postulated that Darcy’s law is also valid for soils that are partially saturated and, in this case (unsaturated), hydraulic conductivity is a function of water content. The rate of change of unsaturated hydraulic conductivity with soil water content is a function of soil properties [Davidson et al., 1969]. Water in the saturated layer of the soil flows to the channel as base flow. We estimated unsaturated hydraulic conductivity based on soil water content and soil properties [Davidson et al., 1969]. The flux from the saturated layer to the channel is also simulated by Darcy’s equation, using saturated hydraulic conductivity and terrain slope.

Part of the water is removed from the surface, and from the unsaturated and saturated soil layers as evapotranspiration. Evapotranspiration strongly affects soil moisture content, especially between rainfall events in the summer and spring seasons, and consequently plays an important role in runoff generation. We use potential evapotranspiration (PE) to estimate the actual evaporation from the surface and soil. Dingman [2002] defines PE as “the rate at which evapotranspiration would occur from a large area completely and uniformly covered with growing vegetation which has access to an unlimited supply of soil water and without advection or heat-storage effect.” Using PE to calculate actual evaporation corresponds to assuming that the only limitation for evaporation is water availability. We impose no limitations on the evaporation of water from the surface storage. Evaporation from the soil’s unsaturated layers is limited by the soil’s volumetric moisture and relative depth of water compared to the total depth of soil. When a large amount of water is available, PE limits maximum evaporation. As input to the model, we use potential evapotranspiration provided by NLDAS-2 [Xia et al., 2012], with hourly resolution in time and 1/8° resolution in space.

We estimate parameters based on observations of relevant processes, complexities in the model’s formulation are limited by data availability. We acknowledge that some important processes, complexities in the model’s formulation are represented by gray in Figure 2 [Freeze, 1980]. As in nature, HOF and SEOF might occur simultaneously in the same hillslope. The transport of the ponding water is simulated using Manning’s equations with roughness parameters estimated based on land cover data.

We adopt a simplified conceptualization of the hillslope subsurface geometry to estimate impermeable area as a function of hillslope shape and water volume in the saturated soil layer. In Figure 2 we present a schematic representation of this geometry for convex (b-1) and concave (b-2) hillslopes. Hillslope shape is an important factor affecting rainfall-runoff partitioning. Convex hillslopes exhibit a higher transport power (due to higher slope) and a lower saturation capacity than concave hillslopes [Sabzevari et al., 2010] (see Figures 2(b-1) and 2(b-2)). We assume that the bedrock surface is parallel to the hillslope surface, so the water table is calculated as a function of the volume of water in the saturated soil layer. We use the topography data (DEM) to estimate a relationship between the water table and the percentage of impermeable area (for an example, see plots in Figures 2(b-1) and 2(b-2)).

Once the water enters into the soil, it percolates down to recharge the groundwater reservoir. We use the extension of Darcy’s law, proposed by Buckingham [1907], to simulate flow in the partially saturated layer of the soil. The author postulated that Darcy’s law is also valid for soils that are partially saturated and, in this case (unsaturated), hydraulic conductivity is a function of water content. The rate of change of unsaturated hydraulic conductivity with soil water content is a function of soil properties [Davidson et al., 1969]. Water in the saturated layer of the soil flows to the channel as base flow. We estimated unsaturated hydraulic conductivity based on soil water content and soil properties [Davidson et al., 1969]. The flux from the saturated layer to the channel is also simulated by Darcy’s equation, using saturated hydraulic conductivity and terrain slope.

Part of the water is removed from the surface, and from the unsaturated and saturated soil layers as evapotranspiration. Evapotranspiration strongly affects soil moisture content, especially between rainfall events in the summer and spring seasons, and consequently plays an important role in runoff generation. We use potential evapotranspiration (PE) to estimate the actual evaporation from the surface and soil. Dingman [2002] defines PE as “the rate at which evapotranspiration would occur from a large area completely and uniformly covered with growing vegetation which has access to an unlimited supply of soil water and without advection or heat-storage effect.” Using PE to calculate actual evaporation corresponds to assuming that the only limitation for evaporation is water availability. We impose no limitations on the evaporation of water from the surface storage. Evaporation from the soil’s unsaturated layers is limited by the soil’s volumetric moisture and relative depth of water compared to the total depth of soil. When a large amount of water is available, PE limits maximum evaporation. As input to the model, we use potential evapotranspiration provided by NLDAS-2 [Xia et al., 2012], with hourly resolution in time and 1/8° resolution in space.
We implemented the model’s equations as part of the code built into CUENCAS, initially introduced by Mantilla and Gupta [2005] as a research tool to investigate the morphological characteristics of the river networks and their roles in peak flow scaling. The model has been used in previous studies. Mandapaka et al. [2009a] applied a simplified version of the model to investigate the effect of rainfall variability on the statistical structure of peak flow. To investigate land cover changes’ effects on flood risk, Cunha et al. [2011] applied a more complete version of the model that includes surface and subsurface processes. Gupta et al. [2010] refer to CUENCAS as an important tool to perform theoretical investigations that would explain the link between peak flow versus area scaling parameters and physical properties of the inputs and the watershed.

As we mentioned earlier, the model is not calibrated to fit the observed discharge. The fact that, in the process of solving the governing equations, we have to track the water transport in all links and hillslopes implies that the model’s structure is amenable to prediction everywhere. Similarly, there is no imposed temporal scale. In principle, the rainfall rate input could be provided and integrated with any temporal resolution. At this point, the temporal scale is being defined by the sampling frequency of the observations.

3.2. Radar Rainfall Error (RRE) Model and Ensemble Generator

We employed the RRE generator proposed by Villarini et al. [2009] to produce ensembles of equally probable rainfall fields. The method uses an empirically derived error model to generate synthetic probable rainfall fields conditioned on a given rainfall map. The uncertainty model adopted in the generator was proposed by Ciach et al. [2007]. In this model, the true pixel-scale average rainfall $R_d(x,y)$ at a location $(x,y)$ within the basin is expressed as the product of a deterministic component and a random component, both conditioned on reference rainfall $R_R(x,y)$,

$$R_d = h(R_R) \varepsilon(R_R).$$  \hspace{1cm} (1)

The deterministic distortion function $h(R_R)$ accounts for the conditional (i.e., on rainfall magnitude) biases, whereas the stochastic factor $\varepsilon(R_R)$ describes the random
deviations from the true but unknown rainfall. Note that both components are a function of the reference rainfall rate \( R_R \). This feature has important implications that we reveal later. The deterministic distortion function is approximated by the two-parameter power law

\[
h(R_R) = a [B_0 \cdot R_R]^b
\]

and the random component is approximated by a Gaussian distribution with the mean of 1 and its standard deviation modeled as a rapidly decreasing hyperbolic function of the reference rainfall:

\[
\sigma[R_R(x,y)] = c + d[B_0 R_R(x,y)]^e.
\]

\[1^2\] In equations (2) and (3) \( B_0 \) is the overall (time integrated) bias, defined as the ratio of time-integrated gauge estimates to time-integrated radar estimates. The parameters \( a \) and \( b \) describe the deterministic distortion function, and \( c, d, \) and \( e \) are the parameters of the random component. The parameters were estimated by Ciach et al. [2007] using six-years of level-II hourly rainfall data from the Oklahoma City WSR-88D radar site (KTLX) and rain gauge records from the Oklahoma Mesonet [Brock et al., 1995] and the Agricultural Research Service (ARS) Micronet. The parameters vary with season and distance from the radar site. In addition, the authors used the radar- and gauge-rainfall data to estimate the spatial and temporal correlation of random errors. Villarini and Krajewski [2009] extended this work by proposing three-parameter exponential functions to describe the correlations in the random component as

\[
\rho(\Delta) = \rho_1 \exp \left[ -\frac{|\Delta|}{\rho_2} \right],
\]

where \( \rho_1 \) is the nugget effect that characterizes the small-scale variability of the process and/or measurement errors, \( \rho_2 \) represents the correlation length, \( \rho_3 \) is the shape parameter that controls the shape of the fitted correlation function at the origin, and \( \Delta \) is the separation distance. Villarini et al. [2009] noted difficulties in generating random error fields that simultaneously preserve spatiotemporal correlations and the dependence of error standard deviation on the rain rates. Consequently, they simplified the generator by neglecting temporal correlations. In this study we also neglected temporal correlations in the random field generator. This is acceptable if you note that the temporal errors decorrelate much faster than the response scale of the basins we study. One could also argue that the spatial correlation has a more direct effect on the scale-dependent model performance. More details about the generator are provided by Villarini et al. [2009].

\[1^3\] The generation of ensemble radar-rainfall fields can be summarized as follows: (1) the reference rainfall field was corrected for conditional bias using equation (2); (2) an ensemble of spatially correlated Gaussian fields with a unit mean and standard deviation conditional on the reference rainfall field was then generated using the Cholesky decomposition method; and (3) the correlated Gaussian fields were then multiplied with the bias corrected reference field from step 1 to obtain an ensemble of equally probable rainfall fields. Note that for very weak rain rates, because of the hyperbolic nature of the random error standard deviation (equation (3)), there might be negative values in the random error fields (step 2). Any such pixels with negative values are set to zero to avoid unrealistic rainfall values in step 3. Setting negative values to zero introduces slight bias into the generated error fields. However, this bias is negligible and therefore would not significantly affect the general conclusions of this study.

\[1^9\] In this work, we use as “reference” the stage IV rainfall map products provided by the National Weather Service [Fulton et al., 1998]. Since, by construction, the radar-rainfall error model is specific to a radar-rainfall product, this raises the issue of whether the parameter values of the ensemble generator are appropriate for this product. Since the stage IV data set is corrected to match rain gauge accumulations, we considered it to be free of overall bias; therefore, we set \( B_0 = 1.0 \). We can also argue that the overall character of the microphysical rainfall processes in Iowa, especially in the summer convective storms, is similar to that in Oklahoma. In support of this argument, we cite a study by Seo and Krajewski [2011], which shows a similar behavior of the random error dependence on rainfall magnitude. Another potential issue with the transferability of the Ciach et al., [2007] results is the fact that their model is valid for a single radar, whereas stage IV is a multiradar product. While, in principle, combining data from multiple radars reduces the random radar error, in our case, all radars that cover the Cedar and Iowa River basins do this at a far range, where errors are significant. To mitigate, at least partially, the problem of strict applicability of the radar-rainfall model to our study area, we define and consider 12 different scenarios of RRE and generate 50 ensembles for each one.

4. Results and Discussion

4.1. Radar Rainfall Error Scenarios

\[1^0\] Table 2 presents the 12 rainfall error scenarios considered in this study. We conceptualized these scenarios to allow the independent evaluation of the impacts that different aspects of the rainfall error structure, including systematic errors, standard deviation of random errors, and spatial correlation of random errors, have on flood simulation. Since we do not know much about the error properties for the radar-rainfall for eastern Iowa for June 2008, we can get a better idea about the range of sensitivities involved by exploring multiple scenarios. As we mentioned in section 3.1, our rainfall ensemble is obtained by imposing Gaussian random error fields on the bias corrected reference rainfall fields. For each scenario, we used the generator to produce an ensemble of 50 equally probable rainfall fields. Ciach et al. [2007] and Villarini et al. [2009] provided values of the RRE parameters for Oklahoma that were empirically estimated based on a dense rain gauge network over a six year period. Since rainfall in Oklahoma during summer presents patterns similar to rainfall in Iowa, we use those parameters to represent a realistic scenario of radar rainfall error. The estimation of the RRE model parameters for Iowa would require data from a dense network of rain gauges and is outside of the scope of this study. The
Oklahoma parameters provide a realistic description of the expected error in radar rainfall data obtained with the NEXRAD system and can be applied for the scope of this study. The radar rainfall error parameters for Oklahoma are presented in SC 1, Table 2. To obtain the remaining scenarios, we systematically altered the Oklahoma parameter values to obtain RRE scenarios that isolated the effect of different components of the RRE model. Note that when we altered a particular component in the model, the parameter values for other components remain fixed to the Oklahoma values.

In section 3.1 we have seen that the systematic errors are characterized by the deterministic distortion function, which is a power law with a coefficient $a$ and an exponent $b$ (equation (3)). The effect of coefficient $a$ on simulated hydrographs is trivial because it is just a multiplicative factor. Therefore, we focused on the exponent $b$ and altered its values such that we have one scenario with systematic overestimation (SC 2; $b = 0.85$) and another scenario with underestimation by radars (SC 3, $b = 1.15$). We emphasize that in all three scenarios (SC 1–3), the systematic errors are nonlinearly related to the radar-rainfall estimate, as demonstrated in Figure 3a.

For the remaining scenarios we isolate the effects of random errors by setting parameters $a$ and $b$ to 1 and varying the parameters that control the standard deviation and spatial correlation structure of the random errors. For SC 4 we adopted the empirically estimated parameters for random error, and for SC 5 and 6 we removed the dependence of standard deviation on radar-rainfall estimates by setting parameters $d$ and $e$ to zero. While for SC 5 the value of parameter $c$ was fixed to the Oklahoma value of 0.45, for SC 6 it was changed to 0.2. Therefore, SC 4, 5, and 6 together quantify the effect of standard deviation of random errors both when it is conditional and when it is not conditional on the radar-rainfall estimate. We then gradually increased the spatial correlation distance ($C_2$) of random errors from 0 to 100 km to obtain SC 7–11. Scenarios 7–11 therefore quantify the effect of spatial coherence of random errors on the simulated peak hydrographs. For SC 12 we changed the shape parameter ($C_3$) that controls the rate of decrease of the spatial correlation with distance. Smaller values of $C_3$ result in a faster decrease in the correlation close to the origin. Therefore, the effect of small-scale spatial structure of random errors can be quantified by comparing simulations from SC 11 and 12. Figure 3b presents the standard deviation of the random error, and Figure 3c presents the spatial correlation of the random error adopted for the different scenarios.

Figure 4 shows the time series of the accumulated mean areal precipitation (AMAP) for all ensemble members and scenarios for the 2008 event, along with the reference AMAP (black line). Different uncertainty scenarios translate into a different spread of the ensemble AMAP and different biases between the median of the ensemble and the reference value. Note that in Figure 4 we are looking at the spread in the time series of (space-time) accumulated precipitation fields (or AMAPs). Therefore, the deterministic distortion function also affects the spread of AMAPs. This is why SC 3 appears to have larger spread than SC 2 even though both scenarios have the same random error structure. To reduce the effect of the deterministic distortion function on the spread of the ensemble, we calculated statistics for the time series of spatial averages (without temporal accumulation). In the bottom right of each plot, in blue font, we present a measure of the dispersion ($\Delta P$) and a measure of the bias ($P_r$) calculated based on the time series of rainfall:

$$\Delta P = \frac{1}{n t} \sum_{i=1}^{n t} \frac{P_{50}(t) - P_5(t)}{P_{50}(t)} \quad \text{for all } t \text{ for which } P_{50}(t) > 0,$$

$$P_r = \frac{\sum_{i=1}^{t} P_{50}(t) - P_{50}^{\text{ref}}(t)}{\sum_{i=1}^{t} P_{50}^{\text{ref}}(t)},$$

where $P_5(t)$, $P_{50}(t)$, and $P_{50}^{\text{ref}}(t)$ are the 5th, 50th, and 95th percentiles of the ensemble of AMAP over Cedar Rapids, and $P_{50}^{\text{ref}}(t)$ is the accumulated mean area precipitation for the reference data set. Note that from here on we use the term dispersion as a synonym for the spread of the ensemble. In equation (5) we first normalize the time series of dispersion by the median value to avoid the effect of bias and then we calculate the average value for the dispersion.
In this case, we just include values for which $P_{50}(t)$ are larger than zero. In equation (6) we focus on quantifying bias so we estimated the accumulated bias normalized by the reference accumulated rainfall values.

Scenarios 1–4 have the same error structure (Table 2), but the dispersion statistic differs slightly (from 1.43 to 1.48). This slight difference is mainly due to the stochastic nature of the error fields. In general, equation (5) effectively captures the variation in spread across different scenarios. For instance, recall that the standard deviation of errors in SC 5 is independent of the radar-rainfall estimate. This results in a decrease in the spread of the ensemble, which is clearly captured by the dispersion statistic (it dropped from 1.44 for SC 4 to 1.21 for SC 5). When the standard deviation was further decreased to 0.2 in SC 5, $\Delta P$ decreased from 1.21 to 0.42. When the random errors were uncorrelated (SC 7), the dispersion dropped from 1.44 to 0.32. Scenarios 7 to 12 evaluate the effect of the spatial correlation of the random error. From Scenarios 7 to 11 we increase the correlation length from 0 to 100 km and observe a systematic increase in the dispersion of the ensemble (increased from 0.32 to 1.80). From scenario 11 to 12, we modified the rate of decrease of the correlation with distance at the origin. Since correlation decreases faster for scenario 12, the observed dispersion of the ensemble is lower for this scenario.

The effect of the deterministic distortion in SC 1–3 can be clearly seen in the bias statistic $P^*$ shown in Figure 4. For the scenarios with no deterministic distortion (SC 4–12), we would expect the median of the AMAP of the ensemble to be equal to that of reference rainfall ($P^* = 0$). However, there is slight overestimation ($P^*$ varies from 0.02 to 0.11), which is due to: (1) the effect of the non-negative rainfall condition imposed on the random error fields; (2) the interplay between the spatial correlation scale of the random error and the basin scale and shape; and (3) the skewness of the rainfall distribution combined with the nonlinear character of the error model since, for some of the scenarios, random error is a nonlinear function of the rain rate.

In Figure 4 we also included dispersion ($\Delta P_p$) and bias ($P^*_p$) statistics for the ensemble maximum areal average rainfall intensity (AARI) for Cedar Rapids, calculated based on equations (7) and (8), respectively:

$$\Delta P_p = \frac{P_{p95} - P_{p5}}{P_{p50}},$$  

$$P^*_p = \frac{P_{p95} - P^*_{p5}}{P^*_{p50}}.$$  

For all the scenarios, the spread in the AARI is larger than the one observed for AMAP. The same statistics
will be used to quantify dispersion and bias for simulated peak flow in section 4.3.2, where we evaluate how uncertainty in rainfall propagates through the hydrological model and affects simulated peak flow.

While it is probable that none of the scenarios we have considered (except SC 1, whose parameters were empirically estimated) represents real radar-rainfall error structure structures, collectively they allow us to develop a better understanding of the radar-rainfall uncertainty on basin-scale rainfall. The results demonstrate that the rainfall generator employed in this work is a useful tool to develop rainfall uncertainty scenarios for hydrologic error propagation studies. The generated rainfall fields will allow us to map rainfall uncertainty to the response of the hydrological system.

4.2. Validation of Hydrological Simulations

Before we used our hydrologic rainfall-runoff model to study the effects of uncertainty propagation of the rainfall input, we needed to establish that the model accurately represents the hydrologic response to heavy rainfall. We did this by evaluating the model’s performance using observed streamflow data for 24 sites in Iowa and by comparing the simulated streamflow with that generated by a semidistributed version of the SAC-SMA. Since 1960, the Sacramento soil moisture accounting model [Burnash, 1995] has been used by most of the NWS River Forecast Centers as the main flood prediction model [Weltes et al., 2007]. The model is classified as semidistributed, deterministic, continuous, and nonlinear. SAC-SMA contains parameters that describe the rainfall-runoff and evaporation dynamics as well as parameters that describe channel flow transport between two subbasins [Ajami et al., 2004]. In the semidistributed version, the watershed is decomposed in multiple subbasins, and one set of parameters is calibrated for each subbasin using 6 h mean areal precipitation (MAP) products produced by the National Weather Service [Johnson et al., 1999]. The model uses 14 parameters to describe the rainfall-runoff processes and two parameters to describe channel routing, if the kinematic wave method is used. The results presented in this study were generated based on the parameters and SAC-SMA model version currently in use by the North Central River Forecast Center of the NWS for flood prediction in the study area.

In Table 3 we present goodness-of-fit statistics for both models. We begin with the mean streamflow values based on observations, CUENCAS simulations, and SAC-SMA simulations. We then present the correlation coefficient and the Nash-Sutcliffe coefficient for both models [Nash and Sutcliffe, 1970]. The model uses 14 parameters to describe the rainfall-runoff processes and two parameters to describe channel routing, if the kinematic wave method is used. The results presented in this study were generated based on the parameters and SAC-SMA model version currently in use by the North Central River Forecast Center of the NWS for flood prediction in the study area. [51] In Table 3 we present goodness-of-fit statistics for both models. We begin with the mean streamflow values based on observations, CUENCAS simulations, and SAC-SMA simulations. We then present the correlation coefficient and the Nash-Sutcliffe coefficient for both models [Nash and Sutcliffe, 1970]. The model uses 14 parameters to describe the rainfall-runoff processes and two parameters to describe channel routing, if the kinematic wave method is used. The results presented in this study were generated based on the parameters and SAC-SMA model version currently in use by the North Central River Forecast Center of the NWS for flood prediction in the study area. [51] In Table 3 we present goodness-of-fit statistics for both models. We begin with the mean streamflow values based on observations, CUENCAS simulations, and SAC-SMA simulations. We then present the correlation coefficient and the Nash-Sutcliffe coefficient for both models [Nash and Sutcliffe, 1970]. The model uses 14 parameters to describe the rainfall-runoff processes and two parameters to describe channel routing, if the kinematic wave method is used. The results presented in this study were generated based on the parameters and SAC-SMA model version currently in use by the North Central River Forecast Center of the NWS for flood prediction in the study area.

Figure 4. Accumulated mean areal precipitation for the 12 rainfall error scenarios for the Cedar River basin. The values indicated in brackets in the bottom right of each plot are the $\Delta P_A$ and $P_A$ (see equations (5) and (6)).
Table 3. Statistics for CUENCAS and the Sacramento Model

<table>
<thead>
<tr>
<th>Basin ID</th>
<th>USGS ID</th>
<th>Site Name</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR 1</td>
<td>5457000</td>
<td>Cedar River near Austin, MN</td>
<td>1033</td>
</tr>
<tr>
<td>CR 2</td>
<td>5457700</td>
<td>Cedar River at Charles City, IA</td>
<td>2,728.7</td>
</tr>
<tr>
<td>CR 3</td>
<td>5458000</td>
<td>Little Cedar River near Ionia, IA</td>
<td>792.2</td>
</tr>
<tr>
<td>CR 4</td>
<td>5458300</td>
<td>Cedar River at Waverly, IA</td>
<td>4005</td>
</tr>
<tr>
<td>CR 5</td>
<td>5458500</td>
<td>Cedar River at Janesville, IA</td>
<td>4,300.1</td>
</tr>
<tr>
<td>CR 6</td>
<td>5459500</td>
<td>Winnabago River at Mason City, IA</td>
<td>1,361.8</td>
</tr>
<tr>
<td>CR 7</td>
<td>5462000</td>
<td>Shell Rock River at Shell Rock, IA</td>
<td>4,520.2</td>
</tr>
<tr>
<td>CR 8</td>
<td>5458900</td>
<td>West Fork Cedar River at Finchford, IA</td>
<td>2,190.2</td>
</tr>
<tr>
<td>CR 9</td>
<td>5463000</td>
<td>Beaver Creek at New Hartford, IA</td>
<td>898.3</td>
</tr>
<tr>
<td>CR 10</td>
<td>5464220</td>
<td>Wolf Creek near Dysart, IA</td>
<td>774.1</td>
</tr>
<tr>
<td>CR 11</td>
<td>5463500</td>
<td>Black Hawk Creek at Hudson, IA</td>
<td>784.4</td>
</tr>
<tr>
<td>CR 12</td>
<td>5464000</td>
<td>Cedar River at Waterloo, IA</td>
<td>13,322.4</td>
</tr>
<tr>
<td>CR 13</td>
<td>5464500</td>
<td>Cedar River at Cedar Rapids, IA</td>
<td>16,853.6</td>
</tr>
<tr>
<td>IC 1</td>
<td>5451210</td>
<td>S. Fork Iowa River NE of N. Prov, IA</td>
<td>579.9</td>
</tr>
<tr>
<td>IC 2</td>
<td>5451500</td>
<td>Iowa River at Marshalltown, IA</td>
<td>3,966.2</td>
</tr>
<tr>
<td>IC 3</td>
<td>5451700</td>
<td>Timber Creek near Marshalltown, IA</td>
<td>305.5</td>
</tr>
<tr>
<td>IC 4</td>
<td>5451900</td>
<td>Richland Creek near Haven, IA</td>
<td>145.2</td>
</tr>
<tr>
<td>IC 5</td>
<td>5452200</td>
<td>Walnut Creek near Hartwick, IA</td>
<td>183.5</td>
</tr>
<tr>
<td>IC 6</td>
<td>5453000</td>
<td>Big Bear Creek at Ladora, IA</td>
<td>489.3</td>
</tr>
<tr>
<td>IC 7</td>
<td>5453100</td>
<td>Iowa River at Marengo, IA</td>
<td>7,233.3</td>
</tr>
<tr>
<td>IC 8</td>
<td>5454090</td>
<td>Muddy Creek at Coralville, IA</td>
<td>22.5</td>
</tr>
<tr>
<td>IC 9</td>
<td>5454000</td>
<td>Rapid Creek near Iowa City, IA</td>
<td>65.5</td>
</tr>
<tr>
<td>IC 10</td>
<td>5454220</td>
<td>Clear Creek near Oxford, IA</td>
<td>151.2</td>
</tr>
<tr>
<td>IC 11</td>
<td>5454300</td>
<td>Clear Creek near Coralville, IA</td>
<td>254.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Site Information</th>
<th>Obs.</th>
<th>Mean</th>
<th>CUENCAS</th>
<th>SAC</th>
<th>Correlation</th>
<th>Nash-Sutcliffe</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR 1</td>
<td>45.78</td>
<td>46.08</td>
<td>41.02</td>
<td>0.92</td>
<td>0.93</td>
<td>0.85</td>
</tr>
<tr>
<td>CR 2</td>
<td>169.31</td>
<td>196.74</td>
<td>147.63</td>
<td>0.80</td>
<td>0.98</td>
<td>0.56</td>
</tr>
<tr>
<td>CR 3</td>
<td>65.44</td>
<td>68.09</td>
<td>54.84</td>
<td>0.90</td>
<td>0.85</td>
<td>0.79</td>
</tr>
<tr>
<td>CR 4</td>
<td>283.95</td>
<td>298.34</td>
<td>56.18</td>
<td>0.82</td>
<td>0.76</td>
<td>0.00</td>
</tr>
<tr>
<td>CR 5</td>
<td>319.31</td>
<td>319.38</td>
<td>245.64</td>
<td>0.94</td>
<td>0.91</td>
<td>0.89</td>
</tr>
<tr>
<td>CR 6</td>
<td>79.60</td>
<td>91.50</td>
<td>51.86</td>
<td>0.83</td>
<td>0.76</td>
<td>0.00</td>
</tr>
<tr>
<td>CR 7</td>
<td>274.08</td>
<td>319.38</td>
<td>224.46</td>
<td>0.76</td>
<td>0.96</td>
<td>0.40</td>
</tr>
<tr>
<td>CR 8</td>
<td>164.74</td>
<td>153.40</td>
<td>151.75</td>
<td>0.62</td>
<td>0.69</td>
<td>10.10 -0.33</td>
</tr>
<tr>
<td>CR 9</td>
<td>74.98</td>
<td>69.31</td>
<td>53.06</td>
<td>0.77</td>
<td>0.4</td>
<td>0.56 -0.74</td>
</tr>
<tr>
<td>CR 10</td>
<td>67.20</td>
<td>52.51</td>
<td>45.01</td>
<td>0.80</td>
<td>0.93</td>
<td>0.58</td>
</tr>
<tr>
<td>CR 11</td>
<td>64.01</td>
<td>47.86</td>
<td>45.01</td>
<td>0.80</td>
<td>0.93</td>
<td>0.58</td>
</tr>
<tr>
<td>CR 12</td>
<td>838.17</td>
<td>933.55</td>
<td>754.15</td>
<td>0.94</td>
<td>0.98</td>
<td>0.85</td>
</tr>
<tr>
<td>CR 13</td>
<td>1331.7</td>
<td>1178.3</td>
<td>980.4</td>
<td>0.93</td>
<td>0.98</td>
<td>0.83</td>
</tr>
<tr>
<td>IC 1</td>
<td>51.57</td>
<td>40.82</td>
<td>90.28</td>
<td>0.82</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>IC 2</td>
<td>286.33</td>
<td>268.34</td>
<td>275.70</td>
<td>0.86</td>
<td>0.95</td>
<td>0.24</td>
</tr>
<tr>
<td>IC 3</td>
<td>41.01</td>
<td>23.46</td>
<td>23.68</td>
<td>0.91</td>
<td>0.86</td>
<td>0.68</td>
</tr>
<tr>
<td>IC 4</td>
<td>9.33</td>
<td>9.23</td>
<td>12.88</td>
<td>0.57</td>
<td>0.73</td>
<td>0.27</td>
</tr>
<tr>
<td>IC 5</td>
<td>31.64</td>
<td>22.54</td>
<td>30.29</td>
<td>0.68</td>
<td>0.72</td>
<td>0.41</td>
</tr>
<tr>
<td>IC 6</td>
<td>621.92</td>
<td>470.11</td>
<td>513.42</td>
<td>0.77</td>
<td>0.73</td>
<td>0.20</td>
</tr>
<tr>
<td>IC 7</td>
<td>22.5</td>
<td>1.50</td>
<td>6.33</td>
<td>0.63</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>IC 8</td>
<td>3.41</td>
<td>3.91</td>
<td>4.00</td>
<td>0.40</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>IC 9</td>
<td>10.45</td>
<td>10.55</td>
<td>0.88</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>IC 10</td>
<td>21.84</td>
<td>14.69</td>
<td>6.74</td>
<td>0.70</td>
<td>0.67</td>
<td>0.13 -0.37</td>
</tr>
</tbody>
</table>

[52] Figures 5 and 6 present the observed and simulated hydrographs produced by CUENCAS and SAC-SMA for all streamflow sites in the Cedar River and Iowa River basins, respectively. We normalized the hydrographs by the mean annual flood that is used as an approximation for the bankfull discharge (red line) [Leopold et al. 1964]. We calculated the mean annual flood as a function of drainage area using USGS historical data for the Cedar and Iowa Rivers. Values above this line approximate flows above the riverbank. The area of each site is shown in the left corner, while the statistics and the site number (refer to Figure 1) are shown in the right corner. In the plots, dark blue lines represent the observed hydrographs; black lines show discharge simulated by CUENCAS using the reference rainfall; light blue lines show the hydrographs simulated by SAC-SMA; and red lines indicate mean annual flood. Differences between observed and predicted streamflow are due to uncertainties in the input, output, and model formulation and parameterization. In this study we focus on evaluating uncertainties that arise particularly from rainfall input errors.

[53] If rainfall input and observed streamflow are used to calibrate model parameters, uncertainties due to the different factors cannot be isolated. Since we did not calibrate our model’s parameters, we will demonstrate in this study that, depending on the basin area and on the error structure of the radar rainfall data, uncertainties due to input uncertainty can be as large as the discrepancies between simulated and observed streamflow.

[54] It is important to point out that CUENCAS was not calibrated to fit the hydrographs at specific locations. In this sense, sometimes the model is able to reproduce the peak of the event rather well, but it is not able to correctly reproduce the time to peak (e.g., CR 7). In such cases, the performance statistics are reduced dramatically. When the model is calibrated to fit a specific hydrograph, the timing of the response is probably the most important criterion since it has a significant impact on the commonly used mean square error objective functions. Another important aspect is the presence of uncertainties in the streamflow observations. Many of the streamflow time series presented long periods of missing data (e.g., CR 8, CR 2, and CR 5). To estimate the statistics using observed time series containing missing values, we adopted a simple linear interpolation procedure to fill the gaps in the time series.

[55] Values of the performance statistics are higher for the Cedar Rapids basin for both models. The lower values for the Iowa River basin are probably due to a large number of sites for small drainage areas and a large number of sites that experienced the backwater effect, which is not accounted for in the formulation of channel dynamics of both hydrological models. Another reason could be due to the spatially correlated errors in the input data that have a large effect over small basins. Better performance is expected for large basins since small-scale error and variability are averaged out by the effect of the river network. In general, we deem the results of the noncalibrated model acceptable in the context of this work.

[56] Throughout this work we use simulated peak flow values to evaluate the effects of rainfall uncertainty on flood prediction across scales. The simulated peak flow values obtained with stage IV data will be referred to as reference value (Qref). In Figure 7 we demonstrate the model’s ability to simulate peak flow across scales. The figure presents the observed and simulated peak flows versus drainage area for the Cedar (Figure 7a) and the Iowa River (Figure 7b) basins. The orange line represents the mean annual flood. Note that the observed values are above
this line for all sites with a drainage area larger than approximately 100 km$^2$, which indicates that water levels were above river banks throughout the watershed. The line in red corresponds to a nonparametric regression between peak flow and the drainage area. This figure demonstrates that our model is able to capture the scaling of peak flows for the 2008 event for the Cedar and Iowa River basins since the simulated and observed peak flow values follow the same scaling patterns. Streamflow observations present many missing data, especially during the time of highest flow (e.g., Figure 6, sites CR 3 and CR 8). Therefore, the direct comparison of the observed and simulated results based solely on the peak flow values can be misleading. Unfortunately, there are no observed data for small scale sites to confirm the validity of the scaling relationships for small areas. The site with the smallest area is located in the Iowa River (inferior rectus (IR) 1 with approximately 22 km$^2$ of drainage area).

4.3. Analysis of Error Propagation

[57] The hydrological model is executed using each rainfall error scenario listed in Table 2 as input to obtain an ensemble of streamflow hydrographs. We evaluate the rainfall error effects on hydrological prediction by comparing the ensemble of simulated hydrographs and the corresponding

Figure 5. Observed (dark blue line) and simulated hydrographs produced by the CUENCAS (gray line) and SAC-SMA (light blue line) models for the Iowa River basin. The basin drainage area is presented on the left side, and the site number (refer to Figure 1) and Nash coefficients are presented on the right side [CUENCAS, SAC-SMA].
peak flows, with the streamflows obtained using the reference rainfall. We also evaluate peak flow variability for each rainfall scenario ensemble and how it changes with basin drainage area.

4.3.1. Comparisons With the USGS Streamflow Observations

[58] We propagate the resulting ensemble rainfall maps through the hydrological model to produce ensembles of flood hydrographs. Results obtained for the Iowa River and Cedar River basins are presented in Figures 8 and 9, respectively. Both figures present results for error rainfall scenarios 2 (Figures 8a and 9a) and 7 (Figures 8b and 9b). SC 2 presents random errors correlated in space and deterministic bias, and SC 2 consists of random errors not correlated in space. For the sake of simplicity and brevity, we opted to include only four hydrographs for the Iowa River and six hydrographs for the Cedar River out of a total of 24 simulated hydrographs. The selected hydrographs cover a wide spectrum of basin areas and are spread around the study area. The location of the sites is represented in Figure 1 by the blue dots.

[59] Figures 8 and 9 use the same symbol convention as Figures 4 and 5, with the addition of gray shadows that represent the range of values simulated by CUENCAS using the 50 ensembles of rainfall. The range of values represented by the gray shadowed region represents uncertainty in streamflow simulation as a result of uncertainty in rainfall. Recall that the streamflow ensemble presented in these plots were generated using hypothetical scenarios of rainfall error constructed to isolate known aspects of the error (deterministic or random) and to help us understand how each component contributes to error in streamflow across scales. Therefore, one should expect that the ensemble does not always capture the observed flow. Moreover, differences between observed and simulated streamflow might be due to errors in the parameterization of the model, model structure, or uncertainties in streamflow time series, the last one being especially large during extreme events due to extrapolation of rating curves and hysteresis. Errors can also arise from the mapping of land cover and land use, soil types, and topography features to the scale of the hillslopes. Investigating these uncertainties will be the focus of future studies.

[60] For the Cedar River basin in Cedar Rapids, the hydrograph ensemble reflects the findings of the evaluation in terms of AMAP for SC 7: small spread and a bias between the median of the ensemble and the reference data set. For scenario 2, which considers the radar overestimate rainfall, peaks were reduced across scales, and some spread is still observed at the scale of the Cedar River basin. Comparing both scenarios, we can see that the spread for the Cedar River is much smaller for scenario 7 than for scenario 2.
However, when we look at the small-scale sites, the spread for scenario 7 is larger. This demonstrates that scale dependence of streamflow uncertainty changes for different characteristics of rainfall error structure.

[61] In Figure 10 we present the relative difference between the ensemble and the reference AMAP (plots a and b) and maximum rainfall intensity (plots c and d), normalized by the reference values, for scenarios 2 and 7, for all the USGS sites in the Iowa and Cedar River basins. The spread for AMAP is small since, in this case, the data were aggregated in space and time, and random errors were canceled out. On the other hand, we observe significant variability for the maximum rainfall intensity for each watershed. Due to the purely random character of scenario 7, variability in AMAP and maximum rainfall intensity decreases with drainage area. Rainfall variability also decreases with drainage area for scenario 2, but some spread is still observed for the largest basin due to the spatial correlation of the random error. These errors are propagated through the hydrological model. In Figures 10e and 10f, gray dots represent the relative difference between the ensemble rainfall (gray dots) and observed peak flow for the same scenarios (SC 2 and 7), normalized by the observed peak flow. The variability observed in simulated peak flow is closer to the variability of rainfall error structure.

Results for equations (9) and (10) are presented in Figures 11 and 12, respectively, for all of the rainfall error scenarios and basin scales ranging from hillslopes (<0.1 km²) to the total basin area (~16,000 km²). \( \Delta Q_{P}(i) \) (Figure 11) represents the extension of the streamflow uncertainty band at the time of peak for each site. Bias does not affect this variable since it is normalized by the median value. Values equal to one mean that the error band extension is as large as the median of the peak flow simulation. Values equal to zero mean that rainfall data is “error-free” or that errors do not affect streamflow prediction for that specific site.

[62] The black dots in Figures 10e and 10f represent the relative difference between the simulated peak flow using the reference rainfall and observed peak flow, normalized by the observed peak flow. For some of the basins, the difference is around 50%. It is important to point out that a considerable part of these differences might result from inconsistencies in the series of observed streamflow. Due to the extreme magnitude of the event, many of these stream gauges malfunctioned or even stopped working during the periods of large flow. Another source of error in streamflow is due to the extrapolation of the rating curves. Some of the sites experienced water levels much higher than the maximum water levels used to define the rating curve. Model structural and parametric uncertainties also contribute to the differences between observed and simulated values.

The results presented in this section demonstrate the dependence of the error on basin area. However, due to the limited number of points, it is difficult to understand how errors change with scale for different scenarios. In the next section we present a more comprehensive analysis that involves results for all links in the river network and a relative measure of the dispersion of the flow ensemble.

4.3.2. Peak Flow Structure in the River Network

In this section we evaluate the range of simulated peak flow for all the links in the river network using a normalized measure of peak flow spread. For each link in the watershed (1) we calculate the difference between the 95th [\( Q_{95}(i) \)] and 5th [\( Q_{5}(i) \)] percentiles of the ensemble flow values normalized by the median [\( Q_{50}(i) \)] ensemble flow value:

\[
\Delta Q_{P}(i) = \frac{Q_{95}(i) - Q_{5}(i)}{Q_{50}(i)}. \tag{9}
\]

We also calculated the normalized difference between the median ensemble value and the reference peak discharge \( Q_{P}^{ref}(i) \):

\[
Q_{P}(i) = \frac{Q_{50}(i) - Q_{P}^{ref}(i)}{Q_{P}^{ref}(i)}. \tag{10}
\]

Results for equations (9) and (10) are presented in Figures 11 and 12, respectively, for all of the rainfall error scenarios and basin scales ranging from hillslopes (<0.1 km²) to the total basin area (~16,000 km²). \( \Delta Q_{P}(i) \) (Figure 11) represents the extension of the streamflow uncertainty band at the time of peak for each site. Bias does not affect this variable since it is normalized by the median value. Values equal to one mean that the error band extension is as large as the median of the peak flow simulation. Values equal to zero mean that rainfall data is “error-free” or that errors do not affect streamflow prediction for that specific site.

We also added a nonparametric regression line between \( \Delta Q_{P}(i) \) and the basin area to the plots in order to demonstrate the tendency of \( \Delta Q_{P}(i) \) values to decrease with basin area (blue for SC 1 and gray for the remaining SCs). This means that as the basin area increases, small-scale uncertainties are filtered out by the aggregation effect of the river network. To help the visual comparison among SCs, the nonparametric regression for SC 1 (blue line) is included in all the plots. The rate at which \( \Delta Q_{P}(i) \) decreases as the basin area increases is not the same for all the scenarios. We included in the top right of each plot the
values of $\Delta Q_P(i)$ for the outlet of Cedar River basin to facilitate a direct comparison with the values included in Figure 4 for AMAP and AARI.

Scenarios 1–4 have the same random error structure, and therefore the spreads in the values of normalized dispersion are almost identical (Figure 11). There is a slight variation in the dispersion statistic among these scenarios, which could be due to different deterministic distortion functions (although the dispersion statistic is normalized with the median of the ensemble’s values). Scenario 5, whose random errors are not conditional on the radar-rainfall estimate, displayed similar spread in normalized dispersion as scenarios 1–4. This is because of the hyperbolic dependence of the error standard deviation on the radar-rainfall estimate (see equation (3)) and demonstrates that the conditional dependence of the error standard deviation does not have a major impact on the hydrologic response of the basin. When the standard deviation is decreased to a constant value of 0.2 (SC 6), the values of normalized dispersion and their spread decreased considerably. Overall, from scenarios 4 to 6, it can be inferred that the absolute value of standard deviation (either conditional or unconditional) is a key factor in controlling the behavior of peak flows across scales. For scenarios 7 to 12 we systematically increase the correlation length from 0 to 100 km. The values of normalized differences (gray dots in Figure 11) and their spread are larger for the uncorrelated error scenario (SC 7, $c_2 = 0$ km) at small scales. The spread decreased slowly between 0.1 and 10 km$^2$ and rapidly thereafter to reach a value close to zero at the largest scales. The mean value of dispersion (i.e., the non-parametric regression line in Figure 11) drops from ~1.4 at the smallest scale to ~0.1 at the largest scale. This indicates that the impact of uncorrelated radar-rainfall errors is mainly for the watersheds with a size $<10$ km$^2$, and the river basin filters out the errors for larger scales. The behavior changed significantly with the introduction of correlations in the radar errors. Even for a smaller correlation length of 15 km (SC 8), the normalized differences failed to reach zero at the larger scales. However, the spread in errors is lower compared to the uncorrelated scenario. In other words, it is beyond the

Figure 8. Hydrographs for four sites on the Iowa River showing results of the simulation for rainfall error scenarios (a) 2 and (b) 7. The discharge is normalized by mean annual flood. The dark blue line represents observed hydrographs; the black line is simulated by CUENCAS using the reference rainfall; the gray shadow represents the lowest and highest values for the ensemble hydrographs simulated by CUENCAS using the 50 ensembles of rainfall; the dash gray line is the median of the ensemble; the light blue line represents the hydrographs simulated by SAC; and the red line reflects mean annual flood.
“capacity” of the Cedar River basin to filter out radar-rainfall errors if the errors are correlated. The effect of correlations on the simulated peak flows is more evident for $c_2$ values between 0 and 37 km (scenarios 7–9) and less clear for $c_2$ values between 37 and 100 km (scenarios 9–11). These results show that the spatial correlation of precipitation errors reduced the rate at which errors decreased with drainage area, as has been demonstrated by Nijssen [2004].

[69] For small scales, $\Delta Q_P(t)$ presents a high range of values for all scenarios. For basin areas close to the hillslope area, it can go from very low values (approximately 0.4) to values of more than 3. This means that small-scale basins can go from receiving almost no water to receiving a large amount of water. The uncertainty for small scale basins will depend on the rainfall characteristics for the specific area, the rainfall error structure, and the properties of the basin.

[70] The same convention of Figure 11 is adopted for Figure 12, which presents the measure of bias $\Delta Q_P(t)$. The bias in peak flow caused by the deterministic error is presented for SC 1 to 3. For SC 1, the deterministic error affects only large values of rainfall, and the effect for the Cedar River is negligible. For SC 2 and 3, the deterministic

Figure 9. Same as Figure 6 but for six sites in the Cedar River basin.
error shifts the median of the sample, depending on whether the radar is expected to overestimate or underestimate rainfall. For SC 4 to 12, we would expect no bias. However, some bias is introduced due to the reasons we mentioned in section 4.1. For all the scenarios, the effects of the bias decreases with drainage area and is negligible at the outlet for SC 4 to 6 and SC 8 to 12. The bias is still significant (~11%) at the outlet for SC 7, which presents random errors not correlated in space.

It is important to include here a discussion about the possible effect of ignoring the temporal correlation of the radar estimation error on peak flow across scales. Villarini et al. [2009] estimated the temporal correlation of the radar error for Oklahoma for the hot season. The authors obtained correlation equal to 0.5 for 1 h and 0.35 for 2 h. Based on this information, the temporal correlation is not significant for the generation of ensemble radar rainfall maps with a temporal resolution of 1 h. Moreover, the temporal scale of hydrological response is often larger than 1 h. The inclusion of temporal correlations in radar-rainfall errors would solely affect time to peak of very small scales that present a concentration time on the order of hours. The effect of temporal correlation would probably be negligible for larger basins since the magnitude of this effect depends on the relation between the decorrelation time of temporal errors (lower than 2 h) and the time to peak of the hydrograph (that is in the order of days for medium to large basins).

5. Conclusions

This study was motivated by the need to better understand the impacts of radar rainfall uncertainties on flood forecasting that emerged during the process of developing a data intensive hydrological model that does not rely on calibration. In the processes of building, modifying, evaluating, and improving a hydrological model with these features and that focuses on flood prediction across scales, logical questions arise: how much of the discrepancies between simulated and observed discharge are due exclusively to rainfall errors? And how well can we simulate observed values, at different basin scales, based on the best currently available rainfall products that cover large areas? This study is an initial attempt to answer these questions.

![Figure 10](image)
Our methodology consisted of propagating radar-derived rainfall uncertainties through a fully distributed hydrological model. We used a calibration-free hydrological model and evaluated different sources of error that are likely to occur when precipitation is estimated using radar observations of rainfall. We found that flood peak uncertainty is sensitive to both the deterministic and random components of rainfall error.

The effect of systematic biases on radar-rainfall estimates is to shift the peak flows up or down depending on the type of bias (overestimation versus underestimation). The effect of the random component on simulated peak flows is more complex. In general, the random errors are filtered out by the aggregation effect of the river network, and uncertainty decreases as catchment area increases. When the errors are not correlated in space, uncertainty decreases considerably with basin area, and the peak flow error at the outlet of the Cedar River basin is practically negligible (this result was consistent for all 50 ensemble members). The dispersion in the simulated peak flow in this case was ∼140% (of reference value) at the smallest scale and ∼8% at the largest scale (∼17,000 km²) for the Cedar River in Cedar Rapids.

However, we found the efficiency of the river basin in filtering out random errors to be highly sensitive to the presence of spatial correlation in errors. When rainfall errors are correlated in space, the process of aggregation and attenuation by the river network is not as effective in filtering out uncertainties. We found that the Cedar River basin could not filter out errors even with a correlation distance as short as 15 km. Compared to uncorrelated errors, the bias and dispersion decreased at smaller scales and increased at larger scales. As we further increased the correlation length to 100 km, the dispersion was found to be ∼40% for the largest scale. The shape parameter also has a strong effect since it controls the rate of decrease of the spatial correlation with distance.

The deterministic component of the error tends to produce a shift in the value of simulated peak flow up or down, but the width of the error band is still determined by the magnitude of the random error component and its spatial correlation. It is important to point out that these results improve our understanding of how rainfall errors propagate through a hydrological model and affect flood prediction across a large range of scales. Some conclusions are general and can be applied qualitatively for any radar with an error structure similar to the one applied here. However, quantitative error assessment depends on the specific radar-rainfall estimation algorithm and, thus, error model parameters for the radar and area of interest.

Our results are limited to the effect of hourly rainfall accumulation given on a 4 km by 4 km grid. Higher resolution of radar rainfall is unlikely to change our conclusions.
for the larger scales, but it may influence the scale at which the errors begin to rapidly decrease. Much work remains to be done before we can comprehensively understand the propagation of uncertainty in the hydrologic prediction of floods.

[78] Based on these findings, we conclude that rainfall uncertainties strongly affect hydrological predictions across scales. Errors are scale dependent and decrease as basin scales increase. While modern radar networks provide rainfall maps over vast regions and with high resolution in space and time, rainfall uncertainties remain high, and for the area and flood event investigated in this study, they affect streamflow simulations for scales up to thousands of square kilometers. Our results demonstrate the need to continuously improve our capabilities to quantify rainfall and our knowledge about the errors in the currently available rainfall datasets. This essentially depends on the availability of suitable ground-reference data with the appropriate space-time coverage, configuration, and quality.

[79] This work accomplishes the primary goal of demonstrating the importance of using a calibration-free model to investigate the effect of input uncertainty on hydrological prediction by showing that a consistent modeling implementation provides an unbiased interpretation of the effect of errors in input data. The study also demonstrates that radar-rainfall uncertainty should be estimated independently of hydrologic models. Specialized networks of rain gauges and other in situ instruments are needed to provide an independent reference against which radar-rainfall estimates can be evaluated [e.g., Mandapaka et al. 2009b; Seo and Krajewski, 2011]. In developing new and improved rainfall products, the first priority should be on minimizing spatial bias. When forced by the “correct” volume of rainfall, the river network takes care of filtering out radar rainfall random errors. We have shown, by performing an evaluation of the results using a large number of nested sites within the main basin, that streamflow sensitivity to input errors varies as a function of basin scale. The magnitude and spatial correlation of the radar rainfall random error define the rate for which errors in simulated streamflow decreases with scale.

[80] In this study we investigated the marginal distribution of errors in streamflow prediction caused exclusively by rainfall errors. However, uncertainty in streamflow prediction has many other sources that propagate through the hydrological model, including parameter uncertainty, model structural uncertainty, and observation uncertainty of input and output variables other than rainfall (e.g., landscape characterization, river discharge, evapotranspiration). Investigating how these uncertainties affect flood simulation will be the subject of our future studies.

Figure 12. Gray dots \( Q_{P}^{C} (1) \), see equation (10)): the difference between the median ensemble value and the reference peak discharge \( Q_{P}^{C} = \) normalized by the reference peak discharge. The values indicated in brackets in the top right corner of each plot are the \( Q_{P}^{C} \) for the outlet of the Cedar River basin.
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